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## Logic and Proof

To understand mathematics and mathematical arguments, it is necessary to have a solid understanding of logic and the way in which known facts can be combined to prove new facts. Although many people consider themselves to be logical thinkers, the thought patterns developed in everyday living are only suggestive of and not totally adequate for the precision required in mathematics. In this chapter we take a careful look at the rules of logic and the way in which mathematical arguments are constructed. Section 1 presents the logical connectives that enable us to build compound statements from simpler ones. Section 2 discusses the role of quantifiers. Sections 3 and 4 analyze the structure of mathematical proofs and illustrate the various proof techniques by means of examples.

## Section 1 LOGICAL CONNECTIVES

The language of mathematics consists primarily of declarative sentences. If a sentence can be classified as true or false, it is called a statement. The truth or falsity of a statement is known as its truth value. For a sentence to be a statement, it is not necessary that we actually know whether it is true or false, but it must clearly be the case that it is one or the other.

From Chapter 1 of Analysis with an Introduction to Proof, Fifth Edition. Steven R. Lay. Copyright © 2014 by Pearson Education, Inc. All rights reserved.
1.1 EXAMPLE Consider the following sentences.
(a) Two plus two equals four.
(b) Every continuous function is differentiable.
(c) $x^{2}-5 x+6=0$.
(d) A circle is the only convex set in the plane that has the same width in each direction.
(e) Every even number greater than 2 is the sum of two primes.

Sentences (a) and (b) are statements since (a) is true and (b) is false. Sentence (c), on the other hand, is true for some $x$ and false for others. If we have a particular context in mind, then (c) will be a statement. In Section 2 we shall see how to remove this ambiguity. Sentences (d) and (e) are more difficult. You may or may not know whether they are true or false, but it is certain that each sentence must be one or the other. Thus (d) and (e) are both statements. [It turns out that (d) can be shown to be false, and the truth value of (e) has not yet been established. ${ }^{\dagger}$ ]
1.2 PRACTICE Which of the sentences are statements?
(a) If $x$ is a real number, then $x^{2} \geq 0$.
(b) Seven is a prime number.
(c) Seven is an even number.
(d) This sentence is false.

In studying mathematical logic we shall not be concerned with the truth value of any particular simple statement. To be a statement, it must be either true or false (and not both), but it is immaterial which condition applies. What will be important is how the truth value of a compound statement is determined by the truth values of its simpler parts.

In everyday English conversation we have a variety of ways to change or combine statements. A simple statement ${ }^{\ddagger}$ like

It is windy.
can be negated to form the statement
It is not windy.

[^0]The compound statement
It is windy and the waves are high.
is made up of two parts: "It is windy" and "The waves are high." These two parts can also be combined in other ways. For example,

It is windy or the waves are high.
If it is windy, then the waves are high.
It is windy if and only if the waves are high.
The italicized words above (not, and, or, if ... then, if and only if) are called sentential connectives. Their use in mathematical writing is similar to (but not identical with) their everyday usage. To remove any possible ambiguity, we shall look carefully at each and specify its precise mathematical meaning.

Let $p$ stand for a given statement. Then $\sim p(\operatorname{read}$ not $p)$ represents the logical opposite (negation) of $p$. When $p$ is true, $\sim p$ is false; when $p$ is false, $\sim p$ is true. This can be summarized in a truth table:

| $p$ | $\sim p$ |
| :---: | :---: |
| T | F |
| F | T |

where T stands for true and F stands for false.
1.3 EXAMPLE Let $p, q$, and $r$ be given as follows:
$p$ : Today is Monday.
$q$ : Five is an even number.
$r$ : The set of integers is countable.
Then their negations can be written as
$\sim p$ : Today is not Monday.
$\sim q$ : Five is not an even number.
or
Five is an odd number.
$\sim r$ : The set of integers is not countable.
or
The set of integers is uncountable.
The connective and is used in logic in the same way as it is in ordinary language. If $p$ and $q$ are statements, then the statement $p$ and $q$ (called the conjunction of $p$ and $q$ and denoted by $p \wedge q$ ) is true only when both $p$ and $q$ are true, and it is false otherwise.
1.4 PRACTICE Complete the truth table for $p \wedge q$. Note that we have to use four lines in this table to include all possible combinations of truth values of $p$ and $q$.

| $p$ | $q$ | $p \wedge q$ |
| :--- | :--- | :--- |
| T | T |  |
| T | F |  |
| F | T |  |
| F | F |  |

The connective or is used to form a compound statement known as a disjunction. In common English the word or can have two meanings. In the sentence

We are going to paint our house yellow or green.
the intended meaning is yellow or green, but not both. This is known as the exclusive meaning of or. On the other hand, in the sentence

Do you want cake or ice cream for dessert?
the intended meaning may include the possibility of having both. This inclusive meaning is the only way the word or is used in logic. Thus, if we denote the disjunction $p$ or $q$ by $p \vee q$, we have the following truth table:

| $p$ | $q$ | $p \vee q$ |
| :---: | :---: | :---: |
| T | T | T |
| T | F | T |
| F | T | T |
| F | F | F |

A statement of the form

$$
\text { If } p \text {, then } q \text {. }
$$

is called an implication or a conditional statement. The if-statement $p$ in the implication is called the antecedent and the then-statement $q$ is called the consequent. To decide on an appropriate truth table for implication, let us consider the following sentence:

If it stops raining by Saturday, then I will go to the football game.
If a friend made a statement like this, under what circumstances could you call him a liar? Certainly, if the rain stops and he doesn't go, then he did not tell the truth. But what if the rain doesn't stop? He hasn't said what he will do then, so whether he goes or not, either is all right.

Although it might be argued that other interpretations make equally good sense, mathematicians have agreed that an implication will be called false only when the antecedent is true and the consequent is false. If we denote the implication "if $p$, then $q$ " by $p \Rightarrow q$, we obtain the following table:

| $p$ | $q$ | $p \Rightarrow q$ |
| :---: | :---: | :---: |
| T | T | T |
| T | F | F |
| F | T | T |
| F | F | T |

It is important to recognize that in mathematical writing the conditional statement can be disguised in several equivalent forms. Thus the following expressions all mean exactly the same thing:

| if $p$, then $q$ | $q$ provided that $p$ |
| :--- | :--- |
| $p$ implies $q$ | $q$ whenever $p$ |
| $p$ only if $q$ | $p$ is a sufficient condition for $q$ |
| $q$ if $p$ | $q$ is a necessary condition for $p$ |

Identify the antecedent and the consequent in each of the following statements.
(a) If $n$ is an integer, then $2 n$ is an even number.
(b) You can work here only if you have a college degree.
(c) The car will not run whenever you are out of gas.
(d) Continuity is a necessary condition for differentiability.

One way to visualize an implication $R \Rightarrow S$ is to picture two sets $R$ and $S$, with $R$ inside $S$. Figure 1 shows several objects of different shapes. Some are round and some are not round. Some are solid and some are not solid. Objects that are round are in set $R$ and objects that are solid are in set $S$.


Figure $1 \quad R \Rightarrow S$

We see that the relationship between $R$ and $S$ in Figure 1 can be stated in several equivalent ways:

- If an object is round $(R)$, then it is solid $(S)$.
- An object is solid $(S)$ whenever it is round $(R)$.
- An object is solid ( $S$ ) provided that it is round $(R)$.
- Being round $(R)$ is a sufficient condition for an object to be solid $(S)$. (It is sufficient to know that an object is round to conclude that it is solid.)
- Being solid $(S)$ is a necessary condition for an object to be round $(R)$. (It is necessary for an item to be solid in order for it to be round.)
1.6 PRACTICE In Figure 1, which of the following is correct?
(a) An object is solid $(S)$ only if it is round $(R)$.
(b) An object is round $(R)$ only if it is solid $(S)$.

The statement " $p$ if and only if $q$ " is the conjunction of the two conditional statements $p \Rightarrow q$ and $q \Rightarrow p$. A statement in this form is called a biconditional and is denoted by $p \Leftrightarrow q$. In written form the abbreviation "iff" is sometimes used instead of "if and only if." The truth table for the biconditional can be obtained by analyzing the compound statement ( $p \Rightarrow q$ ) $\wedge(q \Rightarrow p)$ a step at a time.

| $p$ | $q$ | $p \Rightarrow q$ | $q \Rightarrow p$ | $(p \Rightarrow q) \wedge(q \Rightarrow p)$ |
| :---: | :---: | :---: | :---: | :---: |
| T | T | T | T | T |
| T | F | F | T | F |
| F | T | T | F | F |
| F | F | T | T | T |

Thus we see that $p \Leftrightarrow q$ is true precisely when $p$ and $q$ have the same truth values.
1.7 PRACTICE Construct a truth table for each of the following compound statements.
(a) $\sim(p \wedge q) \Leftrightarrow[(\sim p) \vee(\sim q)]$
(b) $\sim(p \vee q) \Leftrightarrow[(\sim p) \wedge(\sim q)]$
(c) $\sim(p \Rightarrow q) \Leftrightarrow[p \wedge(\sim q)]$

In Practice 1.7 we find that each of the compound statements is true in all cases. Such a statement is called a tautology. When a biconditional statement is a tautology, it shows that the two parts of the biconditional are
logically equivalent. That is, the two component statements have the same truth tables.

We shall encounter many more tautologies in the next few sections. They are very useful in changing a statement from one form into an equivalent statement in a different (one hopes simpler) form. In 1.7(a) we see that the negation of a conjunction is logically equivalent to the disjunction of the negations. Similarly, in 1.7(b) we learn that the negation of a disjunction is the conjunction of the negations. In 1.7(c) we find that the negation of an implication is not another implication, but rather it is the conjunction of the antecedent and the negation of the consequent.
1.8 EXAMPLE Using Practice 1.7(a), we see that the negation of

The set $S$ is compact and convex.
can be written as
The set $S$ is not compact or it is not convex.
This example also illustrates that using equivalent forms in logic does not depend on knowing the meaning of the terms involved. It is the form of the statement that is important. Whether or not we happen to know the definition of "compact" and "convex" is of no consequence in forming the negation above.
1.9 PRACTICE Use the tautologies in Practice 1.7 to write out a negation of each of the following statements.
(a) Seven is prime or $2+2=4$.
(b) If $M$ is bounded, then $M$ is compact.
(c) If roses are red and violets are blue, then I love you.

## Review of Key Terms in Section 1

| Statement | Implication | Biconditional |
| :--- | :--- | :--- |
| Negation | Conditional | Tautology |
| Conjunction | Antecedent |  |
| Disjunction | Consequent |  |

## ANSWERS TO PRACTICE PROBLEMS

1.2 (a), (b), and (c)
1.4

| $p$ | $q$ | $p \wedge q$ |
| :---: | :---: | :---: |
| T | T | T |
| T | F | F |
| F | T | F |
| F | F | F |

1.5 (a) Antecedent: $n$ is an integer

Consequent: $2 n$ is an even number
(b) Antecedent: you can work here

Consequent: you have a college degree
(c) Antecedent: you are out of gas

Consequent: the car will not run
(d) Antecedent: differentiability

Consequent: continuity
1.6 Statement (b) is correct. If one of the objects is not solid, then it cannot possibly be round.
1.7 Sometimes we condense a truth table by writing the truth values under the part of a compound expression to which they apply.
(a)

| $p$ | $q$ | $\sim(p \wedge q)$ | $\Leftrightarrow$ | $[(\sim p) \vee$ |  | $(\sim q)]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | F | T | T | F | F |
| T | F |  |  |  |  |  |
| T | F | T | F | T | F | T |
| T |  |  |  |  |  |  |
| F | T | T | F | T | T | T |
| F | F |  |  |  |  |  |
| F | T | F | T | T | T | T |

(b)

| $p$ | $q$ | $\sim(p \vee q)$ | $\Leftrightarrow$ | $[(\sim p) \wedge(\sim q)]$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | F | T | T | F | F |
| T | F |  |  |  |  |  |
| T | F | F | T | T | F | F |
| T |  |  |  |  |  |  |
| F | T | F | T | T | T | F |
| F | F |  |  |  |  |  |
| F | F | T | F | T | T | T |

(c)

| $p$ | $q$ | $\sim(p \Rightarrow q)$ | $\Leftrightarrow$ | $[p \wedge$ |  | $(\sim q)]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | F | T | T | T | F | F |
| T | F | T | F | T | T | T | T |
| F | T | F | T | T | F | F | F |
| F | F | F | T | T | F | F | T |

1.9 (a) Seven is not prime and $2+2 \neq 4$.
(b) $M$ is bounded and $M$ is not compact.
(c) Roses are red and violets are blue, but I do not love you.

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) In order to be classified as a statement, a sentence must be true.
(b) Some statements are both true and false.
(c) When statement $p$ is true, its negation $\sim p$ is false.
(d) A statement and its negation may both be false.
(e) In mathematical logic, the word "or" has an inclusive meaning.
2. Mark each statement True or False. Justify each answer.
(a) In an implication $p \Rightarrow q$, statement $p$ is referred to as the proposition.
(b) The only case where $p \Rightarrow q$ is false is when $p$ is true and $q$ is false.
(c) "If $p$, then $q$ " is equivalent to " $p$ whenever $q$."
(d) The negation of a conjunction is the disjunction of the negations of the individual parts.
(e) The negation of $p \Rightarrow q$ is $q \Rightarrow p$.
3. Write the negation of each statement. As
(a) The $3 \times 3$ identity matrix is singular.
(b) The function $f(x)=\sin x$ is bounded on $\mathbb{R}$.
(c) The functions $f$ and $g$ are linear.
(d) Six is prime or seven is odd.
(e) If $x$ is in $D$, then $f(x)<5$.
(f) If $\left(a_{n}\right)$ is monotone and bounded, then $\left(a_{n}\right)$ is convergent.
(g) If $f$ is injective, then $S$ is finite or denumerable.
4. Write the negation of each statement.
(a) The function $f(x)=x^{2}-9$ is continuous at $x=3$.
(b) The relation R is reflexive or symmetric.
(c) Four and nine are relatively prime.
(d) $x$ is in $A$ or $x$ is not in $B$.
(e) If $x<7$, then $f(x)$ is not in $C$.
(f) If $\left(a_{n}\right)$ is convergent, then $\left(a_{n}\right)$ is monotone and bounded.
(g) If $f$ is continuous and $A$ is open, then $f^{-1}(A)$ is open.
5. Identify the antecedent and the consequent in each statement. is
(a) $M$ has a zero eigenvalue whenever $M$ is singular.
(b) Linearity is a sufficient condition for continuity.
(c) A sequence is Cauchy only if it is bounded.
(d) $x<3$ provided that $y>5$.
6. Identify the antecedent and the consequent in each statement.
(a) A sequence is convergent if it is Cauchy.
(b) Convergence is a necessary condition for boundedness.
(c) Orthogonality implies invertability.
(d) $K$ is closed and bounded only if $K$ is compact.
7. Construct a truth table for each statement.
(a) $p \Rightarrow \sim q \Rightarrow$
(b) $[p \wedge(p \Rightarrow q)] \Rightarrow q$
(c) $[p \Rightarrow(q \wedge \sim q)] \Leftrightarrow \sim p$ н
8. Construct a truth table for each statement.
(a) $p \vee \sim q$
(b) $p \wedge \sim p$
(c) $[(\sim q) \wedge(p \Rightarrow q)] \Rightarrow \sim p$
9. Indicate whether each statement is True or False. is
(a) $3 \leq 5$ and 11 is odd.
(b) $3^{2}=8$ or $2+3=5$.
(c) $5>8$ or 3 is even.
(d) If 6 is even, then 9 is odd.
(e) If $8<3$, then $2^{2}=5$.
(f) If 7 is odd, then 10 is prime.
(g) If 8 is even and 5 is not prime, then $4<7$.
(h) If 3 is odd or $4>6$, then $9 \leq 5$.
(i) If both $5-3=2$ and $5+3=2$, then $9=4$.
(j) It is not the case that 5 is even or 7 is prime.
10. Indicate whether each statement is True or False.
(a) $2+3=5$ and 5 is even.
(b) $3+4=5$ or $4+5=6$.
(c) 7 is even or 6 is not prime.
(d) If $4+4=8$, then 9 is prime.
(e) If 6 is prime, then $8<6$.
(f) If $6<2$, then $4+4=8$.
(g) If 8 is prime or 7 is odd, then 9 is even.
(h) If $2+5=7$ only if $3+4=8$, then $3^{2}=9$.
(i) If both $5-3=2$ and $5+3=8$, then $8-3=4$.
(j) It is not the case that 5 is not prime and 3 is odd.
11. Let $p$ be the statement "The figure is a polygon," and let $q$ be the statement "The figure is a circle." Express each of the following statements in symbols.
(a) The figure is a polygon, but it is not a circle.
(b) The figure is a polygon or a circle, but not both.
(c) If the figure is not a circle, then it is a polygon.
(d) The figure is a circle whenever it is not a polygon.
(e) The figure is a polygon iff it is not a circle.
12. Let $m$ be the statement " $x$ is perpendicular to $M$," and let $n$ be the statement " $x$ is perpendicular to $N$." Express each of the following statements in symbols.
(a) $x$ is perpendicular to $N$ but not perpendicular to $M$.
(b) $x$ is not perpendicular to $M$, nor is it perpendicular to $N$.
(c) $x$ is perpendicular to $N$ only if $x$ is perpendicular to $M$.
(d) $x$ is not perpendicular to $N$ provided it is perpendicular to $M$.
(e) It is not the case that $x$ is perpendicular to $M$ and perpendicular to $N$.
13. Define a new sentential connective $\nabla$, called nor, by the following truth table.

| $p$ | $q$ | $p \nabla q$ |
| :---: | :---: | :---: |
| T | T | F |
| T | F | F |
| F | T | F |
| F | F | T |

(a) Use a truth table to show that $p \nabla p$ is logically equivalent to $\sim p$.
(b) Complete a truth table for $(p \nabla p) \nabla(q \nabla q)$.
(c) Which of our basic connectives $(p \wedge q, p \vee q, p \Rightarrow q, p \Leftrightarrow q)$ is logically equivalent to $(p \nabla p) \nabla(q \nabla q)$ ?
14. Use truth tables to verify that each of the following is a tautology. Parts (a) and (b) are called commutative laws, parts (c) and (d) are associative laws, and parts (e) and (f) are distributive laws.
(a) $(p \wedge q) \Leftrightarrow(q \wedge p)$
(b) $(p \vee q) \Leftrightarrow(q \vee p)$
(c) $[p \wedge(q \wedge r)] \Leftrightarrow[(p \wedge q) \wedge r]$
(d) $[p \vee(q \vee r)] \Leftrightarrow[(p \vee q) \vee r]$
(e) $[p \wedge(q \vee r)] \Leftrightarrow[(p \wedge q) \vee(p \wedge r)]$
(f) $[p \vee(q \wedge r)] \Leftrightarrow[(p \vee q) \wedge(p \vee r)]$

## Section 2 QUANTIFIERS

In Section 1 we found that the sentence

$$
x^{2}-5 x+6=0
$$

needed to be considered within a particular context in order to become a statement. When a sentence involves a variable such as $x$, it is customary to use functional notation when referring to it. Thus we write

$$
p(x): x^{2}-5 x+6=0
$$

to indicate that $p(x)$ is the sentence " $x^{2}-5 x+6=0$." For a specific value of $x, p(x)$ becomes a statement that is either true or false. For example, $p(2)$ is true and $p(4)$ is false.

When a variable is used in an equation or an inequality, we assume that the general context for the variable is the set of real numbers, unless we are told otherwise. Within this context we may remove the ambiguity of $p(x)$ by using a quantifier. The sentence

$$
\text { For every } x, x^{2}-5 x+6=0 .
$$

is a statement since it is false. In symbols we write

$$
\forall x, p(x)
$$

where the universal quantifier $\forall$ is read, "For every...," "For all...," "For each...," or a similar equivalent phrase. The sentence

$$
\text { There exists an } x \text { such that } x^{2}-5 x+6=0 \text {. }
$$

is also a statement, and it is true. In symbols we write

$$
\exists x \ni p(x),
$$

where the existential quantifier $\exists$ is read, "There exists...," "There is at least one...," or something equivalent. The symbol $\ni$ is just a shorthand notation for the phrase "such that."
2.1 EXAMPLE The statement

There exists a number less than 7 .
can be written

$$
\exists x \ni x<7
$$

or in the abbreviated form

$$
\exists x<7,
$$

where it is understood that $x$ is to represent a real number. Sometimes the quantifier is not explicitly written down, as in the statement

If $x$ is greater than 1, then $x^{2}$ is greater than 1.
The intended meaning is

$$
\forall x \text {, if } x>1, \text { then } x^{2}>1
$$

In general, if a variable is used in the antecedent of an implication without being quantified, then the universal quantifier is assumed to apply.
2.2 PRACTICE Rewrite each statement using $\exists, \forall$, and $\ni$, as appropriate.
(a) There exists a positive number $x$ such that $x^{2}=5$.
(b) For every positive number $M$, there is a positive number $N$ such that $N<1 / M$.
(c) If $n \geq N$, then $\left|f_{n}(x)-f(x)\right| \leq 3$ for all $x$ in $A$.
(d) No positive number $x$ satisfies the equation $f(x)=5$.

Having seen several examples of how existential and universal quantifiers are used, let us now consider how quantified statements are negated. Consider the statement

Everyone in the room is awake.
What condition must apply to the people in the room in order for the statement to be false? Must everyone be asleep? No, it is sufficient that at least one person be asleep. On the other hand, in order for the statement

Someone in the room is asleep.
to be false, it must be the case that everyone is awake. Symbolically, if

$$
p(x): x \text { is awake, }
$$

then

$$
\sim[\forall x, p(x)] \Leftrightarrow[\exists x \ni \sim p(x)],
$$

where the symbol " $\sim$ " represents negation. Similarly,

$$
\sim[\exists x \ni p(x)] \Leftrightarrow[\forall x, \sim p(x)] .
$$

2.3 EXAMPLE Let us look at several more quantified statements and derive their negations. Notice in part (b) that the inequality " $0<g(y) \leq 1$ " is a conjunction of two inequalities " $0<g(y)$ " and " $g(y) \leq 1$." Thus its negation is a disjunction. In part (c), note that the "and" between $x$ and $y$ is not a logical connective that needs to be negated. That is, the negation of "for all $x$ and $y$ in $A$ " is "there exist $x$ and $y$ in $A$." In a complicated statement like (d), it is helpful to work through the negation one step at a time. Fortunately, (d) is about as messy as it will get.
(a) Statement: For every $x$ in $A, f(x)>5$.

$$
\forall x \text { in } A, f(x)>5 .
$$

Negation: $\exists x$ in $A \ni f(x) \leq 5$.
There is an $x$ in $A$ such that $f(x) \leq 5$.
(b) Statement: There exists a positive number $y$ such that $0<g(y) \leq 1$.

$$
\exists y>0 \ni 0<g(y) \leq 1 \text {. }
$$

Negation: $\forall y>0, g(y) \leq 0$ or $g(y)>1$.
For every positive number $y, g(y) \leq 0$ or $g(y)>1$.
(c) Statement: For all $x$ and $y$ in $A$, there exists $z$ in $B$ such that $x+y=z$.

$$
\forall x \text { and } y \text { in } A, \exists z \text { in } B \ni x+y=z .
$$

Negation: $\exists x$ and $y$ in $A \ni \forall z$ in $B, x+y \neq z$.
There exist $x$ and $y$ in $A$ such that for all $z$ in $B, x+y \neq z$.
(d) Statement:

$$
\forall \varepsilon>0 \exists N \ni \forall n \text {, if } n \geq N \text {, then } \forall x \text { in } S,\left|f_{n}(x)-f(x)\right|<\varepsilon .
$$

Negation:
$\exists \varepsilon>0 \ni \sim\left[\exists N \ni \forall n\right.$, if $n \geq N$, then $\forall x$ in $\left.S,\left|f_{n}(x)-f(x)\right|<\varepsilon\right]$,
or
$\exists \varepsilon>0 \ni \forall N, \sim\left[\forall n\right.$, if $n \geq N$, then $\forall x$ in $\left.S,\left|f_{n}(x)-f(x)\right|<\varepsilon\right]$,
or
$\exists \varepsilon>0 \ni \forall N \exists n \ni \sim\left[\right.$ if $n \geq N$, then $\forall x$ in $\left.S,\left|f_{n}(x)-f(x)\right|<\varepsilon\right]$,
or

$$
\exists \varepsilon>0 \ni \forall N \exists n \ni n \geq N \text { and } \sim\left[\forall x \text { in } S,\left|f_{n}(x)-f(x)\right|<\varepsilon\right],
$$

or

$$
\exists \varepsilon>0 \ni \forall N \exists n \ni n \geq N \text { and } \exists x \text { in } S \ni\left|f_{n}(x)-f(x)\right| \geq \varepsilon .
$$

2.4 PRACTICE Write the negation of each statement in Practice 2.2.

It is important to realize that the order in which quantifiers are used affects the truth value. For example, when talking about real numbers, the statement

$$
\forall x \exists y \ni y>x
$$

is true. That is, given any real number $x$ there is always a real number $y$ that is greater than that $x$. But the statement

$$
\exists y \ni \forall x, y>x
$$

is false, since there is no fixed real number $y$ that is greater than every real number. Thus care must be taken when reading (and writing) quantified statements so that the order of the quantifiers is not inadvertently changed.
2.5 PRACTICE Determine the truth value of each statement. Assume that $x$ and $y$ are real numbers. Justify your answers.
(a) $\forall x \exists y \ni x+y=3$.
(b) $\exists x \ni \forall y, x+y \neq 3$.

## Review of Key Terms in Section 2

Universal quantifier " $\forall$ " Existential quantifier " $\exists$ " Such that " $\ni$ "

## ANSWERS TO PRACTICE PROBLEMS

2.2 (a) $\exists x>0$ э $x^{2}=5$.
(b) $\forall M>0 \exists N>0 \ni N<1 / M$.
(c) $\forall n$, if $n \geq N$, then $\forall x$ in $A,\left|f_{n}(x)-f(x)\right| \leq 3$.
(d) The words "no" and "none" are universal quantifiers in a negative sense. In general, the statement "None of them are $P(x)$ " is equivalent to "All of them are not $P(x)$." Thus the statement can be written as " $\forall x>0, f(x) \neq 5$."
2.4 (a) $\forall x>0, x^{2} \neq 5$.
(b) $\exists M>0 \ni \forall N>0, N \geq 1 / M$.
(c) $\exists n \ni n \geq N$ and $\exists x$ in $A \ni\left|f_{n}(x)-f(x)\right|>3$.
(d) $\exists x>0 \ni f(x)=5$.
2.5 (a) The statement says, "For every $x$, there exists a $y$ such that $x+y=3$." We want to know if given any $x$, can we find a $y$ that makes $x+y$ equal to 3 . The answer is "yes," because the equation can be solved for $y$ in terms of $x$. So the statement is true, and we can justify it by
saying, "Given any $x$, let $y=3-x$." This not only states that there is such a $y$, but it identifies what $y$ is.
(b) The statement says, "There exists an $x$ such that for all $y, x+y \neq 3$." To show this is true, we might try to find an $x$ that had the desired property. But this is hard to do since given any $x$, there is always a $y$ that makes $x+y=3$, namely $y=3-x$. So statement (b) is false. And the justification for this is the sentence "Given any $x$, let $y=$ $3-x$." Note that statement (b) is the negation of statement (a). So it should come as no surprise that (a) being true means (b) is false, and the justification for both conclusions is the same.

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) The symbol " $\forall$ " means "for every."
(b) The negation of a universal statement is another universal statement.
(c) The symbol " $\ni$ " is read "such that."
2. Mark each statement True or False. Justify each answer.
(a) The symbol " $\exists$ " means "there exist several."
(b) If a variable is used in the antecedent of an implication without being quantified, then the universal quantifier is assumed to apply.
(c) The order in which quantifiers are used affects the truth value.
3. Write the negation of each statement. is
(a) Some pencils are red.
(b) All chairs have four legs.
(c) No one on the basketball team is over 6 feet 4 inches tall.
(d) $\exists x>2 \ni f(x)=7$.
(e) $\forall x$ in $A$, $\exists y>2 \ni 0<f(y)<f(x)$.
(f) If $x>3$, then $\exists \varepsilon>0 \ni x^{2}>9+\varepsilon$.
4. Write the negation of each statement.
(a) Everyone likes Robert.
(b) Some students work part-time.
(c) No square matrices are triangular.
(d) $\exists x$ in $B \ni f(x)>k$.
(e) If $x>5$, then $f(x)<3$ or $f(x)>7$.
(f) If $x$ is in $A$, then $\exists y$ in $B \ni f(x)<f(y)$.
5. Determine the truth value of each statement, assuming $x$ is a real number. Justify your answer. \&s
(a) $\exists x$ in the interval $[2,4] \ni x<7$.
(b) $\forall x$ in the interval $[2,4], x<7$.
(c) $\exists x \ni x^{2}=5$.
(d) $\forall x, x^{2}=5$.
(e) $\exists x \ni x^{2} \neq-3$.
(f) $\forall x, x^{2} \neq-3$.
(g) $\exists x \ni x \div x=1$
(h) $\forall x, x \div x=1$.
6. Determine the truth value of each statement, assuming $x$ is a real number. Justify your answer.
(a) $\exists x$ in the interval $[3,5] \ni x \geq 4$.
(b) $\forall x$ in the interval $[3,5], x \geq 4$
(c) $\exists x \ni x^{2} \neq 3$.
(d) $\forall x, x^{2} \neq 3$.
(e) $\exists x \ni x^{2}=-5$.
(f) $\forall x, x^{2}=-5$.
(g) $\exists x \ni x-x=0$.
(h) $\forall x, x-x=0$.
7. Below are two strategies for determining the truth value of a statement involving a positive number $x$ and another statement $P(x)$.
(i) Find some $x>0$ such that $P(x)$ is true.
(ii) Let $x$ be the name for any number greater than 0 and show $P(x)$ is true.
For each statement below, indicate which strategy is more appropriate.
(a) $\forall x>0, P(x)$. $\hat{\pi}$
(b) $\exists x>0 \ni P(x)$. 刘
(c) $\exists x>0 \ni \sim P(x)$.
(d) $\forall x>0, \sim P(x)$.
8. Which of the following best identifies $f$ as a constant function, where $x$ and $y$ are real numbers.
(a) $\exists x \ni \forall y, f(x)=y$.
(b) $\forall x \exists y \ni f(x)=y$.
(c) $\exists y \ni \forall x, f(x)=y$.
(d) $\forall y \exists x \ni f(x)=y$.
9. Determine the truth value of each statement, assuming that $x$ and $y$ are real numbers. Justify your answer. is
(a) $\forall x$ and $y, x \leq y$.
(b) $\exists x$ and $y \ni x \leq y$.
(c) $\forall x, \exists y \ni x \leq y$.
(d) $\exists x \ni \forall y, x \leq y$.
10. Determine the truth value of each statement, assuming that $x$ and $y$ are real numbers. Justify your answer.
(a) $\forall x, \exists y \ni x y=0$.
(b) $\forall x, \exists y \ni x y=1$.
(c) $\exists y \ni \forall x, x y=1$.
(d) $\forall x, \exists y \ni x y=x$.
11. Determine the truth value of each statement, assuming that $x, y$, and $z$ are real numbers. Justify your answer. $\frac{i s}{s}$
(a) $\exists x \ni \forall y \exists z \ni x+y=z$.
(b) $\exists x$ and $y \ni \forall z, x+y=z$.
(c) $\forall x$ and $y, \exists z \ni y-z=x$.
(d) $\forall x$ and $y, \exists z \ni x z=y$.
(e) $\exists x \ni \forall y$ and $z, z>y$ implies that $z>x+y$.
(f) $\forall x, \exists y$ and $z \ni z>y$ implies that $z>x+y$.
12. Determine the truth value of each statement, assuming that $x, y$, and $z$ are real numbers. Justify your answer.
(a) $\forall x$ and $y, \exists z \ni x+y=z$.
(b) $\forall x \exists y \ni \forall z, x+y=z$.
(c) $\exists x \ni \forall y, \exists z \ni x z=y$.
(d) $\forall x$ and $y, \exists z \ni y z=x$.
(e) $\forall x \exists y \ni \forall z, z>y$ implies that $z>x+y$.
(f) $\forall x$ and $y, \exists z \ni z>y$ implies that $z>x+y$.

Exercises 13 to 21 give certain properties of functions. You are to do two things: (a) rewrite the defining conditions in logical symbolism using $\forall, \exists, \ni$, and $\Rightarrow$, as appropriate; and (b) write the negation of part (a) using the same symbolism. It is not necessary that you understand precisely what each term means.

Example: A function $f$ is odd if for every $x, f(-x)=-f(x)$.
(a) defining condition: $\forall x, f(-x)=-f(x)$.
(b) negation: $\exists x \ni f(-x) \neq-f(x)$.
13. A function $f$ is even if for every $x, f(-x)=f(x)$. is
14. A function $f$ is periodic if there exists a $k>0$ such that for every $x$, $f(x+k)=f(x)$.
15. A function $f$ is increasing if for every $x$ and $y$, if $x \leq y$, then $f(x) \leq f(y)$. is
16. A function $f$ is strictly decreasing if for every $x$ and $y$, if $x<y$, then $f(x)>$ $f(y)$.
17. A function $f: A \rightarrow B$ is injective if for every $x$ and $y$ in $A$, if $f(x)=f(y)$, then $x=y$. $\hat{z}$
18. A function $f: A \rightarrow B$ is surjective if for every $y$ in $B$ there exists an $x$ in $A$ such that $f(x)=y$.

19. A function $f: D \rightarrow R$ is continuous at $c \in D$ if for every $\varepsilon>0$ there is a $\delta>0$ such that $|f(x)-f(c)|<\varepsilon$ whenever $|x-c|<\delta$ and $x \in D$. |  |
| ---: | :--- |
20. A function $f$ is uniformly continuous on a set $S$ if for every $\varepsilon>0$ there is a $\delta>0$ such that $|f(x)-f(y)|<\varepsilon$ whenever $x$ and $y$ are in $S$ and $|x-y|<\delta$.
21. The real number $L$ is the limit of the function $f: D \rightarrow R$ at the point $c$ if for each $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-L|<\varepsilon$ whenever $x \in D$ and $0<|x-c|<\delta$. is
22. Consider the following sentences:
(a) The nucleus of a carbon atom consists of protons and neutrons.
(b) Jesus Christ rose from the dead and is alive today.
(c) Every differentiable function is continuous.

Each of these sentences has been affirmed by some people at some time as being "true." Write an essay on the nature of truth, comparing and contrasting its meaning in these (and possibly other) contexts. You might also want to consider some of the following questions: To what extent is truth absolute? To what extent can truth change with time? To what extent is truth based on opinion? To what extent are people free to accept as true anything they wish?

## Section 3 TECHNIQUES OF PROOF: I

In the first two sections we introduced some of the vocabulary of logic and mathematics. Our aim is to be able to read and write mathematics, and this requires more than just vocabulary. It also requires syntax. That is, we need to understand how statements are combined to form the mysterious mathematical entity known as a proof. Since this topic tends to be intimidating to many students, let us ease into it gently by first considering the two main types of logical reasoning: inductive reasoning and deductive reasoning.
3.1 EXAMPLE Consider the function $f(n)=n^{2}+n+17$. If we evaluate this function for various positive integers, we observe that we always seem to obtain a prime number. (Recall that a positive integer $n$ is prime if $n>1$ and its only positive divisors are 1 and $n$.) For example,

$$
\begin{aligned}
& f(1)=19 \\
& f(2)=23 \\
& f(3)=29 \\
& f(4)=37 \\
& \text { } \vdots \\
& f(8)=89 \\
& \vdots \\
& f(12)=173 \\
& \vdots \\
& f(15)=257
\end{aligned}
$$

and all these numbers (as well as the ones skipped over) are prime. On the basis of this experience we might conjecture that the function $f(n)=$ $n^{2}+n+17$ will always produce a prime number when $n$ is a positive integer. Drawing a conclusion of this sort is an example of inductive reasoning. On the basis of looking at individual cases we make a general conclusion.

If we let $p(n)$ be the sentence " $n^{2}+n+17$ is a prime number" and we understand that $n$ refers to a positive integer, then we can ask, is

$$
\forall n, p(n)
$$

a true statement? Have we proved it is true?
It is important to realize that indeed we have not proved that it is true. We have shown that

$$
\exists n \ni p(n)
$$

is true. In fact, we know that $p(n)$ is true for many $n$. But we have not proved that it is true for all $n$. How can we come up with a proof? It turns out that we cannot, since the statement " $\forall n, p(n)$ " happens to be false.

How do we know that it is false? We know that it is false because we can think of an example where $n^{2}+n+17$ is not prime. (Such an example is called a counterexample.) One such counterexample is $n=17$ :

$$
17^{2}+17+17=17(17+1+1)=17 \cdot 19
$$

There are others as well. For example, when $n=16$,

$$
\begin{aligned}
16^{2}+16+17 & =16(16+1)+17 \\
& =16(17)+17=(16+1)(17)=17^{2}
\end{aligned}
$$

but it only takes one counterexample to prove that " $\forall n, p(n)$ " is false.
On the basis of Example 3.1 we might infer that inductive reasoning is of little value. Although it is true that the conclusions drawn from inductive reasoning have not been proved logically, they can be very useful. Indeed, this type of reasoning is the basis for most if not all scientific experimentation. It is also often the source of the conjectures that when proved become the theorems of mathematics.
3.2 PRACTICE Provide counterexamples to the following statements.
(a) All birds can fly.
(b) Every continuous function is differentiable.
3.3 EXAMPLE Consider the function $g(n, m)=n^{2}+n+m$, where $n$ and $m$ are understood to be positive integers. In Example 3.1 we saw that $g(16,17)=16^{2}+16+17=$ $17^{2}$. We might also observe that

$$
\begin{gathered}
g(1,2)=1^{2}+1+2=4=2^{2} \\
g(2,3)=2^{2}+2+3=9=3^{2} \\
\vdots \\
g(5,6)=5^{2}+5+6=36=6^{2} \\
\vdots \\
g(12,13)=12^{2}+12+13=169=13^{2}
\end{gathered}
$$

On the basis of these examples (using inductive reasoning) we can form the conjecture " $\forall n, q(n)$," where $q(n)$ is the statement

$$
g(n, n+1)=(n+1)^{2}
$$

It turns out that our conjecture this time is true, and we can prove it. Using the familiar laws of algebra, we have

$$
\begin{aligned}
g(n, n+1) & =n^{2}+n+(n+1) & & {[\text { definition of } g(n, n+1)] } \\
& =n^{2}+2 n+1 & & {[\text { since } n+n=2 n] } \\
& =(n+1)(n+1) & & {[\text { by factoring }] } \\
& =(n+1)^{2} & & {\left[\text { definition of }(n+1)^{2}\right] . }
\end{aligned}
$$

Since our reasoning at each step does not depend on $n$ being any specific integer, we conclude that " $\forall n, q(n)$ " is true.

Now that we have proved the general statement " $\forall n, q(n)$," we can apply it to any particular case. Thus we know that

$$
g(124,125)=125^{2}
$$

without having to do any computation. This is an example of deductive reasoning: applying a general principle to a particular case. Most of the proofs encountered in mathematics are based on this type of reasoning.
3.4 PRACTICE In what way was deductive reasoning used in Example 3.3 to prove $\forall n, q(n)$ ?

The most common type of mathematical theorem can be symbolized as $p \Rightarrow q$, where $p$ and $q$ may be compound statements. To assert that $p \Rightarrow q$ is a theorem is to claim that $p \Rightarrow q$ is a tautology; that is, that it is always true. From Section 1 we know that $p \Rightarrow q$ is true unless $p$ is true and $q$ is false. Thus, to prove that $p$ implies $q$, we have to show that whenever $p$ is true it follows that $q$ must be true. When an implication $p \Rightarrow q$ is identified as a theorem, it is customary to refer to $p$ as the hypothesis and $q$ as the conclusion.

The construction of a proof of the implication $p \Rightarrow q$ can be thought of as building a bridge of logical statements to connect the hypothesis $p$ with the conclusion $q$. The building blocks that go into the bridge consist of four kinds of statements: (1) definitions, (2) assumptions or axioms that are accepted as true, (3) theorems that have previously been established as true, and (4) statements that are logically implied by the earlier statements in the proof. The logical equivalences discussed in Section 1 provide alternate ways to join the blocks together. When actually building the bridge, it may not be at all obvious which blocks to use or in what order to use them. This is where experience is helpful, together with perseverance, intuition, and sometimes a good bit of luck.

In building a bridge from the hypothesis $p$ to the conclusion $q$, it is often useful to start at both ends and work toward the middle. That is, we might begin by asking, "What must I know in order to conclude that $q$ is true?" Call this $q_{1}$. Then ask, "What must I know to conclude that $q_{1}$ is true?" Call this $q_{2}$. Continue this process as long as it is productive, thus obtaining a sequence of implications:

$$
\cdots \Rightarrow q_{2} \Rightarrow q_{1} \Rightarrow q .
$$

Then look at the hypothesis $p$ and ask, "What can I conclude from $p$ that will lead me toward $q$ ?" Call this $p_{1}$. Then ask, "What can I conclude from $p_{1}$ ?" Continue this process as long as it is productive, thus obtaining

$$
p \Rightarrow p_{1} \Rightarrow p_{2} \cdots
$$

We hope that at some point the part of the bridge leaving $p$ will join with the part that arrives at $q$, forming a complete span:

$$
p \Rightarrow p_{1} \Rightarrow p_{2} \Rightarrow \cdots \Rightarrow q_{2} \Rightarrow q_{1} \Rightarrow q .
$$

3.5 EXAMPLE Let us return to the result proved in Example 3.3 to illustrate the process just described. We begin by writing the theorem in the form $p \Rightarrow q$. One way of doing this is as follows: "If $g(n, m)=n^{2}+n+m$, then $g(n, n+1)=$ $(n+1)^{2}$." Symbolically, we identify the hypothesis

$$
p: g(n, m)=n^{2}+n+m
$$

and the conclusion

$$
q: g(n, n+1)=(n+1)^{2} .
$$

In asking what statement will imply $q$, there are many possible answers. One simple answer is to use the definition of a square and let

$$
q_{1}: g(n, n+1)=(n+1)(n+1) .
$$

By multiplying out the product $(n+1)(n+1)$, we obtain

$$
q_{2}: g(n, n+1)=n^{2}+2 n+1
$$

Now certainly $q_{2} \Rightarrow q_{1} \Rightarrow q$, but it is not clear how we might back up further. Thus we turn to the hypothesis $p$ and ask what we can conclude. Since we wish to know something about $g(n, n+1)$, the first step is to use the definition of $g$. That is, let

$$
p_{1}: g(n, n+1)=n^{2}+n+(n+1) .
$$

It is clear that $p_{1} \Rightarrow q_{2}$, so the complete bridge is now formed:

$$
p \Rightarrow p_{1} \Rightarrow q_{2} \Rightarrow q_{1} \Rightarrow q .
$$

This is essentially what was written in Example 3.3.

Associated with an implication $p \Rightarrow q$ there is a related implication $\sim q \Rightarrow \sim p$, called the contrapositive. Using a truth table, it is easy to see that an implication and its contrapositive are logically equivalent. Thus one way of proving an implication is to prove its contrapositive.

### 3.6 PRACTICE

(a) Use a truth table to verify that $p \Rightarrow q$ and $\sim q \Rightarrow \sim p$ are logically equivalent.
(b) Is $p \Rightarrow q$ logically equivalent to $q \Rightarrow p$ ?
3.7 EXAMPLE The contrapositive of the theorem "If $7 m$ is an odd number, then $m$ is an odd number" is "If $m$ is not an odd number, then $7 m$ is not an odd number" or, equivalently, "If $m$ is an even number, then $7 m$ is an even number." (Recall that a number $m$ is even if it can be written as $2 k$ for some integer $k$. If a number is not even, then it is odd. It is to be understood here that we are talking about integers.) Using the contrapositive, we can construct a proof of the theorem as follows:

Hypothesis: $m$ is an even number.

$$
\begin{array}{ll}
m=2 k \text { for some integer } k & \text { [definition] } \\
7 m=7(2 k) & {[\text { known property of equality }]} \\
7 m=2(7 k) & {[\text { known property of multiplication }]} \\
7 k \text { is an integer } & {[\text { since } k \text { is an integer }]}
\end{array}
$$

Conclusion: $7 m$ is an even number.
[since $7 m$ is 2 times the integer $7 k$ ]
This is much easier than trying to show directly that $7 m$ being odd implies that $m$ is odd.
3.8 PRACTICE Write the contrapositive of each implication in Practice 1.5.

In Practice 3.6(b) we saw that $p \Rightarrow q$ is not logically equivalent to $q \Rightarrow p$. The implication $q \Rightarrow p$ is called the converse of $p \Rightarrow q$. It is possible for an implication to be false, while its converse is true. Thus we cannot prove $p \Rightarrow$ $q$ by showing $q \Rightarrow p$.
3.9 EXAMPLE The implication "If $m^{2}>0$, then $m>0$ " is false, but its converse "If $m>0$, then $m^{2}>0$ " is true.
3.10 PRACTICE Write the converse of each implication in Practice 1.5.

Another implication that is closely related to $p \Rightarrow q$ is the inverse $\sim p \Rightarrow \sim q$. The inverse implication is not logically equivalent to $p \Rightarrow q$, but it is logically equivalent to the converse. In fact, the inverse is the contrapositive of the converse.
3.11 PRACTICE Use a truth table to show that the inverse and the converse of $p \Rightarrow q$ are logically equivalent.

Looking at the contrapositive form of an implication is a useful tool in proving theorems. Since it is a property of the logical structure and does not depend on the subject matter, it can be used in any setting involving an implication. There are many more tautologies that can be used in the same way. Some of the more common ones are listed in the next example.
3.12 EXAMPLE The following tautologies are useful in constructing proofs. The first two indicate, for example, that an "if and only if" theorem $p \Leftrightarrow q$ can be proved by establishing $p \Rightarrow q$ and its converse $q \Rightarrow p$ or by showing $p \Rightarrow q$ and its inverse $\sim p \Rightarrow \sim q$. The letter $c$ is used to represent a statement that is always false. Such a statement is called a contradiction. While this list of tautologies need not be memorized, it will be helpful if each one is studied carefully to see just what it is saying. In the next section we illustrate the use of several of these tautologies.
(a) $(p \Leftrightarrow q) \Leftrightarrow[(p \Rightarrow q) \wedge(q \Rightarrow p)]$
(b) $(p \Leftrightarrow q) \Leftrightarrow[(p \Rightarrow q) \wedge(\sim p \Rightarrow \sim q)]$
(c) $(p \Rightarrow q) \Leftrightarrow(\sim q \Rightarrow \sim p)$
(d) $p \vee \sim p$
(e) $(p \wedge \sim p) \Leftrightarrow c$
(f) $(\sim p \Rightarrow c) \Leftrightarrow p$
(g) $(p \Rightarrow q) \Leftrightarrow[(p \wedge \sim q) \Rightarrow c]$
(h) $[p \wedge(p \Rightarrow q)] \Rightarrow q$
(i) $[(p \Rightarrow q) \wedge \sim q] \Rightarrow \sim p$
(j) $[(p \vee q) \wedge \sim p] \Rightarrow q$
(k) $(p \wedge q) \Rightarrow p$
(l) $[(p \Rightarrow q) \wedge(q \Rightarrow r)] \Rightarrow(p \Rightarrow r)$
$(\mathrm{m})\left[\left(p_{1} \Rightarrow p_{2}\right) \wedge\left(p_{2} \Rightarrow p_{3}\right) \wedge \cdots \wedge\left(p_{n-1} \Rightarrow p_{n}\right)\right] \Rightarrow\left(p_{1} \Rightarrow p_{n}\right)$
(n) $[(p \wedge q) \Rightarrow r] \Leftrightarrow[p \Rightarrow(q \Rightarrow r)]$
(o) $[(p \Rightarrow q) \wedge(r \Rightarrow s) \wedge(p \vee r)] \Rightarrow(q \vee s)$
(p) $[p \Rightarrow(q \vee r)] \Leftrightarrow[(p \wedge \sim q) \Rightarrow r]$
(q) $[(p \vee q) \Rightarrow r] \Leftrightarrow[(p \Rightarrow r) \wedge(q \Rightarrow r)]$

Review of Key Terms in Section 3

| Inductive reasoning | Hypothesis | Converse |
| :--- | :--- | :--- |
| Counterexample | Conclusion | Inverse |
| Deductive reasoning | Contrapositive | Contradiction |

## ANSWERS TO PRACTICE PROBLEMS

3.2 (a) Any flightless bird, such as an ostrich. (b) The absolute value function is continuous for all real numbers, but it is not differentiable at the origin.
3.4 The general rules about factoring polynomials were applied to the specific polynomial $n^{2}+n+(n+1)$.
3.6 (a)

| $p$ | $q$ | $(p \Rightarrow q)$ | $\Leftrightarrow$ | $[(\sim q) \Rightarrow$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | T | T | F | T |
| T | F |  |  |  |  |
| T | F | F | T | T | F |
| F |  |  |  |  |  |
| F | T | T | T | F | T |
| T |  |  |  |  |  |
| F | F | T | T | T | T |

(b) No, $p \Rightarrow q$ is not logically equivalent to $q \Rightarrow p$. The biconditional between them is not a tautology.

| $p$ | $q$ | $(p \Rightarrow q)$ | $\Leftrightarrow$ | $(q \Rightarrow p)$ |
| :---: | :---: | :---: | :---: | :---: |
| T | T | T | T | T |
| T | F | F | F | T |
| F | T | T | F | F |
| F | F | T | T | T |

3.8 (a) If $2 n$ is an odd number, then $n$ is not an integer.
(b) If you do not have a college degree, then you cannot work here.
(c) If the car runs, then you are not out of gas.
(d) If a function is not continuous, then it is not differentiable.
3.10 (a) If $2 n$ is an even number, then $n$ is an integer.
(b) If you have a college degree, then you can work here.
(c) If the car does not run, then you are out of gas.
(d) If a function is continuous, then it is differentiable.
3.11

| $p$ | $q$ | $(q \Rightarrow p)$ | $\Leftrightarrow$ | $[(\sim p) \Rightarrow(\sim q)]$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | T | T | F | T | F |
| T | F | T | T | F | T | T |
| F | T | F | T | T | F | F |
| F | F | T | T | T | T | T |

## 3 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) When an implication $p \Rightarrow q$ is used as a theorem, we refer to $p$ as the antecedent.
(b) The contrapositive of $p \Rightarrow q$ is $\sim p \Rightarrow \sim q$.
(c) The inverse of $p \Rightarrow q$ is $\sim q \Rightarrow \sim p$.
(d) To prove " $\forall n, p(n)$ " is true, it takes only one example.
(e) To prove " $\exists n \ni p(n)$ " is true, it takes only one example.
2. Mark each statement True or False. Justify each answer.
(a) When an implication $p \Rightarrow q$ is used as a theorem, we refer to $q$ as the conclusion.
(b) A statement that is always false is called a lie.
(c) The converse of $p \Rightarrow q$ is $q \Rightarrow p$.
(d) To prove " $\forall n, p(n)$ " is false, it takes only one counterexample.
(e) To prove " $\exists n \ni p(n)$ " is false, it takes only one counterexample.
3. Write the contrapositive of each implication. $\hat{i}$
(a) If all roses are red, then some violets are blue.
(b) $A$ is not invertible if there exists a nontrivial solution to $A \mathbf{x}=\mathbf{0}$.
(c) If $f$ is continuous and $C$ is connected, then $f(C)$ is connected.
4. Write the converse of each implication in Exercise 3.
5. Write the inverse of each implication in Exercise 3.
6. Provide a counterexample for each statement.
(a) For every real number $x$, if $x^{2}>9$ then $x>3$.
(b) For every integer $n$, we have $n^{3} \geq n$.
(c) For all real numbers $x \geq 0$, we have $x^{2} \leq x^{3}$.
(d) Every triangle is a right triangle.
(e) For every positive integer $n, n^{2}+n+41$ is prime.
(f) Every prime is an odd number.
(g) No integer greater than 100 is prime.
(h) $3^{n}+2$ is prime for all positive integers $n$.
(i) For every integer $n>3,3 n$ is divisible by 6 .
(j) If $x$ and $y$ are unequal positive integers and $x y$ is a perfect square, then $x$ and $y$ are perfect squares.
(k) For every real number $x$, there exists a real number $y$ such that $x y=2$.
(1) The reciprocal of a real number $x \geq 1$ is a real number $y$ such that $0<y<1$.
(m) No rational number satisfies the equation $x^{3}+(x-1)^{2}=x^{2}+1$.
(n) No rational number satisfies the equation $x^{4}+(1 / x)-\sqrt{x+1}=0$.
*7. Suppose $p$ and $q$ are integers. Recall that an integer $m$ is even iff $m=2 k$ for some integer $k$ and $m$ is odd iff $m=2 k+1$ for some integer $k$. Prove the following. [You may use the fact that the sum of integers and the product of integers are again integers.]
(a) If $p$ is odd and $q$ is odd, then $p+q$ is even.
(b) If $p$ is odd and $q$ is odd, then $p q$ is odd.
(c) If $p$ is odd and $q$ is odd, then $p+3 q$ is even.
(d) If $p$ is odd and $q$ is even, then $p+q$ is odd.
(e) If $p$ is even and $q$ is even, then $p+q$ is even.
(f) If $p$ is even or $q$ is even, then $p q$ is even.
(g) If $p q$ is odd, then $p$ is odd and $q$ is odd.
(h) If $p^{2}$ is even, then $p$ is even. $\begin{array}{r} \\ \hline\end{array}$
(i) If $p^{2}$ is odd, then $p$ is odd.
7. Let $f$ be the function given by $f(x)=4 x+7$. Use the contrapositive implication to prove the statement: If $x_{1} \neq x_{2}$, then $f\left(x_{1}\right) \neq f\left(x_{2}\right)$.
8. In each part, a list of hypotheses is given. These hypotheses are assumed to be true. Using tautologies from Example 3.12, you are to establish the desired conclusion. Indicate which tautology you are using to justify each step. | s |
| :---: |

(a) Hypotheses: $r \Rightarrow \sim s, t \Rightarrow s$ Conclusion: $r \Rightarrow \sim t$
(b) Hypotheses: $r, \sim t,(r \wedge s) \Rightarrow t$ Conclusion: $\sim s$
(c) Hypotheses: $r \Rightarrow \sim s, \sim r \Rightarrow \sim t, \sim t \Rightarrow u, v \Rightarrow s$ Conclusion: $\sim v \vee u$
10. Repeat Exercise 9 for the following hypotheses and conclusions.
(a) Hypotheses: $\sim r,(\sim r \wedge s) \Rightarrow r$ Conclusion: $\sim s$
(b) Hypotheses: $\sim t,(r \vee s) \Rightarrow t$ Conclusion: $\sim s$
(c) Hypotheses: $r \Rightarrow \sim s, t \Rightarrow u, s \vee t$ Conclusion: $\sim r \vee u$
11. Assume that the following two hypotheses are true: (1) If the basketball center is healthy or the point guard is hot, then the team will win and the fans will be happy; and (2) if the fans are happy or the coach is a millionaire, then the college will balance the budget. Derive the following conclusion: If the basketball center is healthy, then the college will balance the budget. Using letters to represent the simple statements, write out a formal proof in the format of Exercise 9.

## Section 4 TECHNIQUES OF PROOF: II

Mathematical theorems and proofs do not occur in isolation, but always in the context of some mathematical system. For example, in Section 3 when we discussed a conjecture related to prime numbers, the natural context of that discussion was the positive integers. In Example 3.7 when talking about odd and even numbers, the context was the set of all integers. Very often a theorem will make no explicit reference to the mathematical system in which it is being proved; it must be inferred from the context. Usually, this causes
no difficulty, but if there is a possibility of ambiguity, the careful writer will explicitly name the system being considered.

When dealing with quantified statements, it is particularly important to know exactly what system is being considered. For example, the statement

$$
\forall x, \sqrt{x^{2}}=x
$$

is true in the context of the positive numbers but is false when considering all real numbers. Similarly,

$$
\exists x \ni x^{2}=25 \text { and } x<3
$$

is false for positive numbers and true for real numbers. When you learn about set notation, it will become easier to be precise in indicating the context of a particular quantified statement. For now, we have to write it out with words.

To prove a universal statement

$$
\forall x, p(x)
$$

we let $x$ represent an arbitrary member from the system under consideration and then show that statement $p(x)$ is true. The only properties that we can use about $x$ are those that apply to all the members of the system. For example, if the system consists of the integers, we cannot use the property that $x$ is even, since this does not apply to all the integers.

To prove an existential statement

$$
\exists x \ni p(x)
$$

we have to prove that there is at least one member $x$ in the system for which $p(x)$ is true. The most direct way of doing this is to construct (produce, guess, etc.) a specific $x$ that has the required property. Unfortunately, there is no surefire way to always find a particular $x$ that will work. If the hypothesis in the theorem contains a quantified statement, this can sometimes be helpful, but often it is just a matter of working on both ends of the logical bridge until you can get them to meet in the middle.
4.1 EXAMPLE To illustrate the process of writing a proof with quantifiers, consider the following:

THEOREM: For every $\varepsilon>0$ there exists a $\delta>0$ such that

$$
1-\delta<x<1+\delta \text { implies that } 5-\varepsilon<2 x+3<5+\varepsilon
$$

We are asked to prove that something is true for each positive number $\varepsilon$. Thus we begin by letting $\varepsilon$ be an arbitrary positive number. We need to use this $\varepsilon$ to find a positive $\delta$ with the property that

$$
1-\delta<x<1+\delta \text { implies that } 5-\varepsilon<2 x+3<5+\varepsilon
$$

Let us begin with the consequent of the implication. We want to have

$$
5-\varepsilon<2 x+3<5+\varepsilon
$$

This will be true if

$$
2-\varepsilon<2 x<2+\varepsilon
$$

and this in turn will follow from

$$
1-\frac{\varepsilon}{2}<x<1+\frac{\varepsilon}{2}
$$

Thus we see that choosing $\delta$ to be $\varepsilon / 2$ will meet the required condition. In writing down the proof in a formal manner we would simply set $\delta$ equal to $\varepsilon / 2$ and then show that this particular $\delta$ will work.

Proof: Given any $\varepsilon>0$, let $\delta=\varepsilon / 2$. Then $\delta$ is also positive and whenever

$$
1-\delta<x<1+\delta
$$

we have

$$
1-\frac{\varepsilon}{2}<x<1+\frac{\varepsilon}{2}
$$

so that

$$
2-\varepsilon<2 x<2+\varepsilon
$$

and

$$
5-\varepsilon<2 x+3<5+\varepsilon
$$

as required.

In some situations it is possible to prove an existential statement in an indirect way without actually producing any specific member of the system. One indirect method is to use the contrapositive form of the implication and another is to use a proof by contradiction.

The two basic forms of a proof by contradiction are based on tautologies (f) and (g) in Example 3.12. Tautology (f) has the form

$$
(\sim p \Rightarrow c) \Leftrightarrow p
$$

If we wish to conclude a statement $p$, we can do so by showing that the negation of $p$ leads to a contradiction. Tautology $(\mathrm{g})$ has the form

$$
(p \Rightarrow q) \Leftrightarrow[(p \wedge \sim q) \Rightarrow c]
$$

If we wish to conclude that $p$ implies $q$, we can do so by showing that $p$ and not $q$ leads to a contradiction. In either case the contradiction can involve part of the hypothesis or some other statement that is known to be true.
$\dagger$ The symbol is used here to denote the end of a formal proof.
4.2 PRACTICE Use truth tables to verify that $(\sim p \Rightarrow c) \Leftrightarrow p$ and $[(p \wedge \sim q) \Rightarrow c] \Leftrightarrow(p \Rightarrow q)$ are tautologies.
4.3 EXAMPLE To illustrate an indirect proof of an existential statement, consider the following:

THEOREM: Let $f$ be an integrable function. If $\int_{0}^{1} f(x) d x \neq 0$, then there exists a point $x$ in the interval $[0,1]$ such that $f(x) \neq 0$.

Symbolically, we have $p \Rightarrow q$, where

$$
\begin{gathered}
p: \int_{0}^{1} f(x) d x \neq 0 \\
q: \exists x \text { in }[0,1] \ni f(x) \neq 0 .
\end{gathered}
$$

The contrapositive implication, $\sim q \Rightarrow \sim p$, can be written as

$$
\text { If for every } x \text { in }[0,1], f(x)=0 \text {, then } \int_{0}^{1} f(x)=0 .
$$

This is much easier to prove. Instead of having to conclude the existence of an $x$ in $[0,1]$ with a particular property, we are given that every $x$ in $[0,1]$ has a different property. Indeed, the proof now follows directly from the definition of the integral, since each of the terms in any upper or lower Riemann sum will be zero.
4.4 EXAMPLE To illustrate a proof by contradiction, consider the following:

THEOREM: Let $x$ be a real number. If $x>0$, then $1 / x>0$.
Symbolically, we have $p \Rightarrow q$, where

$$
\begin{aligned}
& p: x>0 \\
& q: \frac{1}{x}>0 .
\end{aligned}
$$

Tautology ( g ) in Example 3.12 says that $p \Rightarrow q$ is equivalent to $(p \wedge \sim q) \Rightarrow c$, where $c$ represents a contradiction. Thus we begin by supposing $x>0$ and $1 / x \leq 0$. Since $x>0$, we can multiply both sides of the inequality $1 / x \leq 0$ by $x$ to obtain

$$
(x)\left(\frac{1}{x}\right) \leq(x)(0) .
$$

But $(x)(1 / x)=1$ and $(x)(0)=0$, so we have $1 \leq 0$, a contradiction to the (presumably known) fact that $1>0$. Having shown that $p \wedge \sim q$ leads to a contradiction, we conclude that $p \Rightarrow q$.

Another tautology in Example 3.12 that deserves special attention is statement (q):

$$
[(p \vee q) \Rightarrow r] \Leftrightarrow[(p \Rightarrow r) \wedge(q \Rightarrow r)] .
$$

Some proofs naturally divide themselves into the consideration of two (or more) cases. For example, integers are either odd or even. Real numbers are positive, negative, or zero. It may be that different arguments are required for each case. It is tautology (q) that shows us how to combine the cases.
4.5 EXAMPLE Suppose we wish to prove that if $x$ is a real number, then $x \leq|x|$. Symbolically, we have $s \Rightarrow r$, where

$$
\begin{aligned}
& s: x \text { is a real number } \\
& r: x \leq|x| .
\end{aligned}
$$

First, we recall the definition of absolute value:

$$
|x|= \begin{cases}x, & \text { if } x \geq 0 \\ -x, & \text { if } x<0\end{cases}
$$

Since this definition is divided into two parts, it is natural to divide our proof into two cases. Thus statement $s$ is replaced by the equivalent disjunction $p \vee q$, where

$$
p: x \geq 0 \text { and } q: x<0
$$

Our theorem now is to prove $(p \vee q) \Rightarrow r$, and we do this by showing that $(p \Rightarrow r) \wedge(q \Rightarrow r)$. The actual proof could be written as follows:

Let $x$ be an arbitrary real number. Then $x \geq 0$ or $x<0$. If $x \geq 0$, then by definition, $x=|x|$. On the other hand, if $x<0$, then $-x>0$, so that $x<0<-x=|x|$. Thus, in either case, we have $x \leq|x|$.
4.6 PRACTICE In proving a theorem that relates to factoring positive integers greater than 1 , what two cases might reasonably be considered?

An alternative form of proof by cases arises when the consequent of an implication involves a disjunction. In this situation, tautology (p) of Example 3.12 is often helpful:

$$
[p \Rightarrow(q \vee r)] \Leftrightarrow[(p \wedge \sim q) \Rightarrow r]
$$

4.7 EXAMPLE Consider the following:

THEOREM: If the sum of a real number with itself is equal to its square, then the number is 0 or 2 .

In symbols we have $p \Rightarrow(q \vee r)$, where

$$
\begin{aligned}
& p: x+x=x^{2} \\
& q: x=0 \\
& r: x=2 .
\end{aligned}
$$

To do the proof, we show that $(p \wedge \sim q) \Rightarrow r$.
Proof: Suppose that $x+x=x^{2}$ and $x \neq 0$. Then $2 x=x^{2}$ and since $x \neq 0$, we can divide by $x$ to obtain $2=x$.
4.8 PRACTICE Suppose that you wish to prove the statement "If $B$ is both open and closed, then $B=\varnothing$ or $B=X$." Use tautology (p) of Example 3.12 to state two different equivalent statements that could be proved instead.

We have now discussed three ways of proving a statement of the form $p \Rightarrow q$ :
(i) Assume statement $p$ and deduce statement $q$.
(ii) Assume $\sim q$ and deduce $\sim p$. (Prove the contrapositive.)
(iii) Assume both $p$ and $\sim q$ and deduce a contradiction.

These are the most common forms of mathematical proofs, except for proofs by mathematical induction. But before we close this chapter on logic and proof, a few informal comments are in order.

In formulating a proof it is important that a mathematician (that includes you!) be very careful to use sound logical reasoning. This is what we have tried to help you develop in this chapter. But when writing down a proof it is usually unnecessary-and often undesirable-to include all the logical steps and details along the way. The human mind can only absorb so much information at one time. It is necessary to skip lightly over the steps that are well understood from previous experience so that greater attention can be focused on the part that is really new. Of course, the question of what to include and what to skip is not easy and depends to a considerable extent on the intended audience. The proofs included here will tend to be more complete than those in more advanced books or research papers, since the reader is presumably less sophisticated. As a student, you should also practice filling in more of the details, if for no other reason than to make sure that the details really do fill in. (At least be prepared to show your instructor why your "clearly" is clear and your "it follows that" really does follow.)

In Sections 1 and 2 we introduced several notational symbols: $\sim, \wedge, \vee$, $\Rightarrow, \Leftrightarrow$, iff, $\forall, \exists$, and $\ni$. These are helpful in analyzing logical arguments and we shall sometimes use them in the hints given in the back of the chapter. But they are only for shorthand, and they typically should not be used in a final formal proof. Yes, mathematicians need to be able to write complete English sentences-with subjects, verbs, and periods.

You will have the opportunity to read and write a great many proofs. Make the most of it! When you read a proof, analyze its structure. See what tautologies, if any, have been used. Note the important role that definitions play. Often a proof will be little more than unraveling definitions and applying them to specific cases. From time to time we shall point out the method to be used in a proof to help you see the structure that we shall be following. Finally, when you begin to write proofs yourself, do not get discouraged when your instructor returns them covered with comments and corrections. The writing of proofs is an art, and the only way to learn is by doing.

## Review of Key Terms in Section 4

Proof by contradiction Proof by cases

ANSWERS TO PRACTICE PROBLEMS
4.2

| $p$ | $(\sim p$ | $\Rightarrow$ | $c)$ | $\Leftrightarrow$ | $p$ |
| :---: | ---: | :---: | :---: | :---: | :---: |
| T | F | T | F | T | T |
| F | T | F | F | T | F |


| $p$ | $q$ | $[(p \wedge \sim q) \Rightarrow c] \quad \Leftrightarrow$ |  |  |  |  |  | $(p \Rightarrow q)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | T | F | F | T | F | T | T |
| T | F |  | T | T | F | F | T | F |
| F | T |  | F | F | T | F | T | T |
| F | F |  | F | T | T | F | T | T |

4.6 The positive integers greater than 1 are either prime or composite. They are also either odd or even. Either way of separating the integers into two cases could be reasonable, depending on the context.
4.8 If $B$ is both open and closed and $B \neq \varnothing$, then $B=X$. If $B$ is both open and closed and $B \neq X$, then $B=\varnothing$.

## 4 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) To prove a universal statement $\forall x, p(x)$, we let $x$ represent an arbitrary member from the system under consideration and show that $p(x)$ is true.
(b) To prove an existential statement $\exists x \ni p(x)$, we must find a particular $x$ in the system for which $p(x)$ is true.
(c) In writing a proof, it is important to include all the logical steps.
2. Mark each statement True or False. Justify each answer.
(a) A proof by contradiction may use the tautology $(\sim p \Rightarrow c) \Leftrightarrow p$.
(b) A proof by contradiction may use the tautology $[(p \vee \sim q) \Rightarrow \mathrm{c}] \Leftrightarrow$ ( $p \Rightarrow q$ ).
(c) Definitions often play an important role in proofs.
3. Prove: For every $\varepsilon>0$, there exists a $\delta>0$ such that $2-\delta<x<2+\delta$ implies that $11-\varepsilon<3 x+5<11+\varepsilon$.
4. Prove: For every $\varepsilon>0$, there exists a $\delta>0$ such that $1-\delta<x<1+\delta$ implies that $2-\varepsilon<7-5 x<2+\varepsilon$.
5. Prove: There exists a real number $x$ such that for every real number $y$, we have $x y=y$.
6. Prove: There exists a real number $x$ such that for every real number $y$, we have $x y=x$.
7. Prove: If $n$ is an integer, then $n^{2}+n^{3}$ is an even number.
8. Prove: If $n$ is odd, then $n^{2}=8 k+1$ for some integer $k$.
9. Prove: There exists an integer $n$ such that $n^{2}+3 n / 2=1$. Is this integer unique? is
10. Prove: There exists a rational number $x$ such that $x^{2}+3 x / 2=1$. Is this rational number unique?
11. Prove: For every real number $x>5$, there exists a real number $y<0$ such that $x=5 y /(y+3)$. ts
12. Prove: For every real number $x>1$, there exist two distinct positive real numbers $y$ and $z$ such that

$$
x=\frac{y^{2}+9}{6 y}=\frac{z^{2}+9}{6 z} .
$$

13. Prove: If $x^{2}+x-6 \geq 0$, then $x \leq-3$ or $x \geq 2$. As
14. Prove: If $x /(x-2) \leq 3$, then $x<2$ or $x \geq 3$.
15. Prove: $\log _{2} 7$ is irrational. $\begin{gathered}\text { t }\end{gathered}$
16. Prove: If $x$ is a real number, then $|x+1| \leq 3$ implies that $-4 \leq x \leq 2$.
17. Consider the following theorem: "If $m^{2}$ is odd, then $m$ is odd." Indicate what, if anything, is wrong with each of the following "proofs."
(a) Suppose $m$ is odd. Then $m=2 k+1$ for some integer $k$. Thus $m^{2}=$ $(2 k+1)^{2}=4 k^{2}+4 k+1=2\left(2 k^{2}+2 k\right)+1$, which is odd. Thus if $m^{2}$ is odd, then $m$ is odd.
(b) Suppose $m$ is not odd. Then $m$ is even and $m=2 k$ for some integer $k$. Thus $m^{2}=(2 k)^{2}=4 k^{2}=2\left(2 k^{2}\right)$, which is even. Thus if $m$ is not odd, then $m^{2}$ is not odd. It follows that if $m^{2}$ is odd, then $m$ is odd.
18. Consider the following theorem: "If $x y=0$, then $x=0$ or $y=0$." Indicate what, if anything, is wrong with each of the following "proofs."
(a) Suppose $x y=0$ and $x \neq 0$. Then dividing both sides of the first equation by $x$ we have $y=0$. Thus if $x y=0$, then $x=0$ or $y=0$.
(b) There are two cases to consider. First suppose that $x=0$. Then $x \cdot y=$ $0 \cdot y=0$. Similarly, suppose that $y=0$. Then $x \cdot y=x \cdot 0=0$. In either case, $x \cdot y=0$. Thus if $x y=0$, then $x=0$ or $y=0$.
19. Suppose $x$ and $y$ are real numbers. Recall that a real number $m$ is rational iff $m=p / q$, where $p$ and $q$ are integers and $q \neq 0$. If a real number is not rational, then it is irrational. Prove the following. [You may use the fact that the sum of integers and the product of integers are again integers.]
(a) If $x$ is rational and $y$ is rational, then $x+y$ is rational.
(b) If $x$ is rational and $y$ is rational, then $x y$ is rational.
(c) If $x$ is rational and $y$ is irrational, then $x+y$ is irrational. it
20. Suppose $x$ and $y$ are real numbers. Prove or give a counterexample. [See the definitions in Exercise 19.]
(a) If $x$ is irrational and $y$ is irrational, then $x+y$ is irrational.
(b) If $x+y$ is irrational, then $x$ is irrational or $y$ is irrational.
(c) If $x$ is irrational and $y$ is irrational, then $x y$ is irrational.
(d) If $x y$ is irrational, then $x$ is irrational or $y$ is irrational.
21. Consider the following theorem and proof.

Theorem: If $x$ is rational and $y$ is irrational, then $x y$ is irrational.
Proof: Suppose $x$ is rational and $y$ is irrational. If $x y$ is rational, then we have $x=p / q$ and $x y=m / n$ for some integers $p, q, m$, and $n$, with $q \neq 0$ and $n \neq 0$. It follows that

$$
y=\frac{x y}{x}=\frac{m / n}{p / q}=\frac{m q}{n p}
$$

This implies that $y$ is rational, a contradiction. We conclude that $x y$ must be irrational.
(a) Find a specific counterexample to show that the theorem is false.
(b) Explain what is wrong with the proof.
(c) What additional condition on $x$ in the hypothesis would make the conclusion true?
22. Prove or give a counterexample: If $x$ is irrational, then $\sqrt{x}$ is irrational.
23. Prove or give a counterexample: There do not exist three consecutive even integers $a, b$, and $c$ such that $a^{2}+b^{2}=c^{2}$. is
24. Consider the following theorem: There do not exist three consecutive odd integers $a, b$, and $c$ such that $a^{2}+b^{2}=c^{2}$.
(a) Complete the following restatement of the theorem: For every three consecutive odd integers $a, b$, and $c$, $\qquad$ -.
(b) Change the sentence in part (a) into an implication $p \Rightarrow q$ : If $a, b$, and $c$ are consecutive odd integers, then $\qquad$ -.
(c) Fill in the blanks in the following proof of the theorem.

Proof: Let $a, b$, and $c$ be consecutive odd integers. Then $a=2 k+1$, $b=$ $\qquad$ , and $c=2 k+5$ for some integer $k$. Suppose


It follows that $8 k^{2}+16 k+10=4 k^{2}+20 k+25$ and $4 k^{2}-4 k-$ $\qquad$ $=0$. Thus $k=5 / 2$ or $k=$ $\qquad$ . This contradicts $k$ being an $\qquad$ . Therefore, there do not exist three consecutive odd integers $a, b$, and $c$ such that $a^{2}+b^{2}=c^{2}$.
(d) Which of the tautologies in Example 3.12 best describes the structure of the proof?
25. Prove or give a counterexample: The sum of any five consecutive integers is divisible by five.
26. Prove or give a counterexample: The sum of any four consecutive integers is never divisible by four.
27. Prove or give a counterexample: For every positive integer $n, n^{2}+3 n+8$ is even. is
28. Prove or give a counterexample: For every positive integer $n, n^{2}+4 n+8$ is even.
29. Prove or give a counterexample: There do not exist irrational numbers $x$ and $y$ such that $x^{y}$ is rational. As
30. Prove or give a counterexample: There do not exist rational numbers $x$ and $y$ such that $x^{y}$ is a positive integer and $y^{x}$ is a negative integer.
31. Prove or give a counterexample: For all $x>0$, we have $x^{2}+1<(x+1)^{2} \leq$ $2\left(x^{2}+1\right)$.

## Hints for Selected Exercises

## Section 1

3. (a) The $3 \times 3$ identity matrix is not singular.
(b) The function $f(x)=\sin x$ is not bounded on $\mathbb{R}$.
(c) The function $f$ is not linear or the function $g$ is not linear.
(d) Six is not prime and seven is not odd.
(e) $x$ is in $D$ and $f(x) \geq 5$.
(f) $\left(a_{n}\right)$ is monotone and bounded, but $\left(a_{n}\right)$ is not convergent.
(g) $f$ is injective, and $S$ is not finite and not denumerable.
4. (a) Antecedent: $M$ is singular; consequent: $M$ has a zero eigenvalue.
(b) Antecedent: linearity; consequent: continuity.
(c) Antecedent: a sequence is Cauchy; consequent: it is bounded.
(d) Antecedent: $y>5$; consequent: $x<3$.
5. (a)

| $p$ | $q$ | $p \Rightarrow \sim q$ |  |
| :--- | :--- | :--- | :--- |
| T | T | F |  |
| F |  |  |  |
| T | F | T | T |
| F | T | T | F |
| F | F | T | T |

(c)

| $p$ | $q$ | $[p$ |  |  |  |  |  | $\Rightarrow$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $q$ | $\wedge \sim q)]$ | $\Leftrightarrow$ | $\sim p$ |  |  |  |  |
| T | T | T | F | T | F | F | T | F |
| T | F | T | F | F | F | T | T | F |
| F | T | F | T | T | F | F | T | T |
| F | F | F | T | F | F | T | T | T |

9. (a) True;
(b) True;
(c) False;
(d) True;
(e) True;
(f) False;
(i) True;
(g) True;
(h) False;
(j) False.
10. (a) $p \wedge \sim q ; \quad$ (b) $(p \vee q) \wedge \sim(p \wedge q) ; \quad$ (c) $\sim q \Rightarrow p ; \quad$ (d) $\sim p \Rightarrow q ;$
(e) $p \Leftrightarrow \sim q$.

## Section 2

3. (a) No pencils are red.
(b) Some chair does not have four legs.
(c) Someone on the basketball team is over 6 feet 4 inches tall.
(d) $\forall x>2, f(x) \neq 7$.
(e) $\exists x$ in $A \ni \forall y>2, f(y) \leq 0$ or $f(y) \geq f(x)$.
(f) $\exists x \ni x>3$ and $\forall \varepsilon>0, x^{2} \leq 9+\varepsilon$.
4. (a) True; (b) True; (c) True; (d) False; (e) True; (f) True; (g) True; (h) False.
5. (a) You can use (ii) to prove (a) is true.
(b) You can use (i) to prove (b) is true.
6. (a) False; (b) True; (c) True; (d) False.
7. (a) True; (b) False; (c) True; (d) False; (e) True; (f) True.
8. (a) $\forall x, f(-x)=f(x)$; (b) $\exists x \ni f(-x) \neq f(x)$.
9. (a) $\forall x$ and $y, x \leq y \Rightarrow f(x) \leq f(y)$.
(b) $\exists x$ and $y \ni x \leq y$ and $f(x)>f(y)$.
10. (a) $\forall x$ and $y, f(x)=f(y) \Rightarrow x=y$.
(b) $\exists \mathrm{x}$ and $y \ni f(x)=f(y)$ and $x \neq y$.
11. (a) $\forall \varepsilon>0, \exists \delta>0 \ni \forall x \in D,|x-c|<\delta \Rightarrow|f(x)-f(c)|<\varepsilon$.
(b) $\exists \varepsilon>0 \ni \forall \delta>0, \exists x \in D \ni|x-c|<\delta$ and $|f(x)-f(c)| \geq \varepsilon$.
12. (a) $\forall \varepsilon>0, \exists \delta>0 \ni \forall x \in D, 0<|x-c|<\delta \Rightarrow|f(x)-L|<\varepsilon$.
(b) $\exists \varepsilon>0 \ni \forall \delta>0, \exists x \in D \ni 0<|x-c|<\delta$ and $|f(x)-L| \geq \varepsilon$.

## Section 3

3. (a) If all violets are not blue, then some roses are not red.
(b) If $A$ is invertible, then there is no nontrivial solution to $A \mathbf{x}=\mathbf{0}$.
(c) If $f(C)$ is not connected, then either $f$ is not continuous or $C$ is not connected.
4. (h) Look at the contrapositive.
5. (a)

$$
\begin{aligned}
r & \Rightarrow \sim s & & \text { hypothesis } \\
\sim s & \Rightarrow \sim t & & \text { contrapositive of hypothesis: } 3.12(\mathrm{c}) \\
r & \Rightarrow \sim t & & \text { by } 3.12(\mathrm{l})
\end{aligned}
$$

(b) $\sim t \Rightarrow(\sim r \vee \sim s) \quad$ contrapositive of hypothesis: 3.12(c)

$$
\sim r \vee \sim s \quad \text { by 3.12(h) }
$$

$$
\sim s
$$

by $3.12(\mathrm{j})$
(c) $r \vee \sim r$
by 3.12 (d)
$\sim s \Rightarrow \sim v \quad$ contrapositive of hypothesis 4 [3.12(c)]
$r \Rightarrow \sim v \quad$ hypothesis 1 and 3.12(1)
$\sim r \Rightarrow u \quad$ hypotheses 2 and 3 and 3.12(1)

$$
\sim v \vee u \quad \text { by } 3.12(\mathrm{o})
$$

## Section 4

9. Let $n=-2$. Then

$$
n^{2}+\frac{3}{2} n=4+\left(\frac{3}{2}\right)(-2)=4-3=1
$$

as required. The integer is unique.
11. Let $x$ be a real number greater than 5 and let $y=3 x /(5-x)$. Then $5-x<0$ and $3 x>0$, so $y<0$. Furthermore,

$$
\frac{5 y}{y+3}=\frac{5\left(\frac{3 x}{5-x}\right)}{\left(\frac{3 x}{5-x}\right)+3}=\frac{15 x}{3 x+3(5-x)}=\frac{15 x}{15}=x, \text { as required. }
$$

13. Suppose that $x^{2}+x-6 \geq 0$ and $x>-3$. It follows that $(x-2)(x+3) \geq 0$ and, since $x+3>0$, it must be that $x-2 \geq 0$. That is, $x \geq 2$.
14. Suppose $\log _{2} 7$ is rational and find a contradiction.
15. (c) Use a proof by contradiction.
16. Find a counterexample.
17. Consider two cases depending on whether $n$ is odd or even.
18. Let $z=\sqrt{2}^{\sqrt{2}}$. If $z$ is rational, we are done. If $z$ is irrational, look at $z^{\sqrt{2}}$.

## Sets and Functions


#### Abstract

If there is one unifying foundation common to all branches of mathematics, it is the theory of sets. We have already seen the need for set notation in describing the context in which quantified statements are understood to apply. It is not our intention to develop set theory in a formal axiomatic way, but rather to discuss informally those aspects of set theory that are relevant to the study of analysis. In Section 1 we establish the basic notation for working with sets, and in the following two sections we apply this to the development of relations and functions. In Section 4 we compare the size of sets, giving special attention to infinite sets. In Section 5 (an optional section) we outline a set of axioms that can be used to develop formal set theory and indicate some of the problems that are involved with the development.


## Section 1 BASIC SET OPERATIONS

The idea of a set or collection of things is common in our everyday experience. We speak of a football team, a flock of geese, or a finance committee. Each of these refers to a collection of distinguishable objects that is thought of as a whole. In spite of the familiarity of the idea, it is essentially impossible to give a definition of "set" except in terms of synonyms that are also undefined. Thus we shall be content with the informal understanding that a set is a collection of objects characterized by some defining property that allows us to think of the objects as a whole. The objects in a set are called elements or members of the set.
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It is customary to use capital letters to designate sets and the symbol $\in$ to denote membership in a set. Thus we write $a \in S$ to mean that object $a$ is a member of set $S$, and $a \notin S$ to mean that object $a$ is not a member of set $S$.
1.1 EXAMPLE If $A=\{1,2,3,4\}$, then $2 \in A$ and $5 \notin A$.

To say that a set must be characterized by some defining property is to require that it be a clear question of fact whether a particular object does or does not belong to a particular set. We do not, however, demand that the answer to the question of membership be known. Another way to say this is to require that for any element $a$ and any set $A$ the sentence " $a \in A$ " be a statement; that is, it must be true or false, and not both.
1.2 PRACTICE Which of the following satisfy the requirements of a set?
(a) all the current U.S. Senators from Massachusetts
(b) all the prime divisors of 1987
(c) all the tall people in Canada
(d) all the prime numbers between 8 and 10

To define a particular set, we have to indicate the property that characterizes its elements. For a finite set, this can be done by listing its members. For example, if set $A$ consists of the elements $1,2,3,4$, we write $A=\{1,2,3,4\}$, as in Example 1.1. If set $B$ consists of just one member $b$, we write $B=\{b\}$. Thus we distinguish between the element $b$ and the set $\{b\}$ containing $b$ as its only element.

For an infinite set we cannot list all the members, so a defining rule must be given. It is customary to set off the rule within braces, as in

$$
C=\{x: x \text { is prime }\}
$$

This is read " $C$ is the set of all $x$ such that $x$ is prime," or more simply, " $C$ is the set of all prime numbers."

When considering two sets, call them $A$ and $B$, it may happen that every element of $A$ is also an element of $B$. In this case we say that $A$ is a subset of $B$. This concept is of such fundamental importance that we distinguish it by our first formal definition:
1.3 DEFINITION Let $A$ and $B$ be sets. We say that $A$ is a subset of $B$ (or $A$ is contained in $B$ ) if every element of $A$ is an element of $B$, and we denote this by writing $A \subseteq B .^{\dagger}$ (Occasionally, we may write $B \supseteq A$ instead of $A \subseteq B$.) If $A$ is a subset of $B$
" When "if" is used in a definition, it is understood to have the force of "iff." That is, we are defining " $A \subseteq B$ " to be the same as "every element of $A$ is an element of $B$." Essentially, a definition is used to establish an abbreviation for a particular idea or concept. It would be more accurate to write "iff" between the concept and its abbreviation, but it is common practice to use simply "if."
and there exists an element in $B$ that is not in $A$, then $A$ is called a proper subset of $B$.

This definition tells us what we must do if we want to prove $A \subseteq B$. We must show that

$$
\text { if } x \in A \text {, then } x \in B
$$

is a true statement. That is, we must show that each element of $A$ satisfies the defining condition that characterizes set $B$.
1.4 DEFINITION Let $A$ and $B$ be sets. We say that $A$ is equal to $B$, written $A=B$, if $A \subseteq B$ and $B \subseteq A$.

When this definition is combined with the definition of subset, we see that proving $A=B$ is equivalent to proving

$$
x \in A \Rightarrow x \in B \quad \text { and } \quad x \in B \Rightarrow x \in A
$$

It is important to note that, in describing a set, the order in which the elements appear does not matter, nor does the number of times they are written. Thus the following sets are all equal:

$$
\{1,2,3,4\}=\{2,4,1,3\}=\{1,2,3,2,4,2\}
$$

Since the repeated 2's in the last set are unnecessary, it is preferable to omit them.

Although we cannot give a formal definition of them now, it is convenient to name the following sets, which should already be familiar to the reader.
$\mathbb{N}$ will denote the set of all positive integers (or natural numbers).
$\mathbb{Z}$ will denote the set of all integers.
$\mathbb{Q}$ will denote the set of all rational numbers.
$\mathbb{R}$ will denote the set of all real numbers.

In constructing examples of sets it is often helpful to indicate a larger set from which the elements are being chosen. We indicate this by a slight change in our set notation. For example, instead of having to write

$$
\{x: x \in \mathbb{R} \text { and } 0<x<1\}
$$

we may abbreviate by writing

$$
\{x \in \mathbb{R}: 0<x<1\}
$$

The latter notation is read "the set of all $x$ in $\mathbb{R}$ such that $0<x<1$ " or "the set of all real numbers $x$ such that $0<x<1$."

There is also a standard notation that we use for interval subsets of the real numbers:

$$
\begin{array}{ll}
{[a, b]=\{x \in \mathbb{R}: a \leq x \leq b\},} & (a, b)=\{x \in \mathbb{R}: a<x<b\}, \\
{[a, b)=\{x \in \mathbb{R}: a \leq x<b\},} & (a, b]=\{x \in \mathbb{R}: a<x \leq b\}
\end{array}
$$

The set $[a, b]$ is called a closed interval, the set $(a, b)$ is called an open interval, and the sets $[a, b)$ and $(a, b]$ are called half-open (or half-closed) intervals. We also have occasion to refer to the unbounded intervals:

$$
\begin{aligned}
{[a, \infty) } & =\{x \in \mathbb{R}: x \geq a\}, & & (a, \infty)=\{x \in \mathbb{R}: x>a\} \\
(-\infty, b] & =\{x \in \mathbb{R}: x \leq b\}, & & (-\infty, b)=\{x \in \mathbb{R}: x<b\}
\end{aligned}
$$

At present no special significance should be attached to the symbols " $\infty$ " and " $-\infty$ " as in $[a, \infty)$ and $(-\infty, b]$. They simply indicate that the interval contains all real numbers greater than or equal to $a$, or less than or equal to $b$, as the case may be.

### 1.5 EXAMPLE Let

$$
\begin{aligned}
& A=\{1,3\} \\
& B=\{3,5\} \\
& C=\{1,3,5\} \\
& D=\left\{x \in \mathbb{R}: x^{2}-8 x+15=0\right\}
\end{aligned}
$$

Then the following statements (among others) are all true:

| $A \subseteq C$ | $1 \notin D$ |
| ---: | ---: |
| $A \nsubseteq B$ | $\{5\} \subseteq B$ |
| $5 \in B$ | $B=D$ |
| $5 \nsubseteq B$ | $B \neq C$ |

Notice that the slash (/) through a connecting symbol has the meaning of "not." Thus $A \nsubseteq B$ is read " $A$ is not a subset of $B$."

### 1.6 PRACTICE Let

$$
\begin{aligned}
& A=\{1,2,3,4,5\} \\
& B=\{x: x=2 k \text { for some } k \in \mathbb{N}\} \\
& C=\{x \in \mathbb{N}: x<6\}
\end{aligned}
$$

Which of the following statements are true?
(a) $\{4,3,2\} \subseteq A$
(b) $3 \in B$
(c) $A \subseteq C$
(d) $\{2\} \in A$
(e) $C \subseteq B$
(f) $\{2,4,6,8\} \subseteq B$
(g) $C \subseteq A$
(h) $A=C$

In Practice $1.2(\mathrm{~d})$ we found that the collection $D$ of all prime numbers between 8 and 10 is a legitimate set. This is so because the statement " $x \in D$ " is always false, since there are no prime numbers between 8 and 10 . Thus $D$ is an example of the empty set, a set with no members. It is not difficult to show (Exercise 18) that there is only one empty set, and we denote it by $\varnothing$. For our first theorem we shall prove that the empty set is a subset of every set. Notice the essential role that definitions play in the proof. At this point, we really have nothing else to use as building blocks.
1.7 THEOREM Let $A$ be a set. Then $\varnothing \subseteq A$.

Proof: To prove that $\varnothing \subseteq A$, we must establish that the implication

$$
\text { if } x \in \varnothing \text {, then } x \in A
$$

is true. Since $\varnothing$ has no members, the antecedent " $x \in \varnothing$ " is false for all $x$. Thus, according to our definition of implies, the implication is always true.

There are three basic ways to form new sets from old ones. These operations are called union, intersection, and complementation. Intuitively, union may be thought of as putting together, intersection is like cutting down, and complementation corresponds to throwing out. Their precise definitions are as follows:
1.8 DEFINITION Let $A$ and $B$ be sets. The union of $A$ and $B$ (denoted $A \cup B$ ), the intersection of $A$ and $B$ (denoted $A \cap B$ ), and the complement of $B$ in $A$ (denoted $A \backslash B$ ) are given by

$$
\begin{aligned}
A \cup B & =\{x: x \in A \text { or } x \in B\} \\
A \cap B & =\{x: x \in A \text { and } x \in B\} \\
A \backslash B & =\{x: x \in A \text { and } x \notin B\} .
\end{aligned}
$$

If $A \cap B=\varnothing$, then $A$ and $B$ are said to be disjoint.

The three set operations given above correspond in a natural way to three of the basic logical connectives:

$$
\begin{array}{rll}
x \in A \cup B & \text { iff } & (x \in A) \vee(x \in B) \\
x \in A \cap B & \text { iff } & (x \in A) \wedge(x \in B) \\
x \in A \backslash B & \text { iff } & (x \in A) \wedge \sim(x \in B) .
\end{array}
$$

1.9 PRACTICE Which logical connective corresponds to the set relationship $A \subseteq B$ ?

The definition of complementation may seem to be unnecessarily complicated. Why didn't we just define " $\sim B$ " to be $\{x: x \notin B\}$ ? The problem is that $\{x: x \notin B\}$ is too large. For example, suppose that $B=\{2,4,6,8\}$. Then $\{x: x \notin B\}$ contains all of the following (and more!):
the integers $1,3,5,7,9,11$
the real numbers greater than 25
the function $f(x)=x^{2}+3$
the circle of radius 1 centered at the origin in the plane
the Empire State Building
my uncle Wilbur
It is quite reasonable that the integers $1,3,5,7$ should be included in " $\sim B$," and, depending on the context, we might want to include the real numbers greater than 25 as well. But it is quite unlikely that we would want to include any of the other items. Certainly, knowing that my uncle Wilbur is not a member of the set $B$ would contribute little to any discussion of $B$.

As we have observed earlier in the chapter, mathematical concepts and proofs always occur within the context of some mathematical system. It is customary for the elements of the system to be called the universal set. Then any set under consideration is a subset of this universal set. If the universal set in a particular discussion were the integers $\mathbb{Z}$, then the nonintegral real numbers greater than 25 would not be included in $\{x: x \notin B\}$. On the other hand, if the universal set were taken to be $\mathbb{R}$, then they would be included.
1.10 EXAMPLE Let $A=\{1,2,3,4\}$ and $B=\{2,4,6\}$ be subsets of the universal set $U=$ $\{1,2,3,4,5,6\}$. Then $A \cup B=\{1,2,3,4,6\}, A \cap B=\{2,4\}, A \backslash B=\{1,3\}$, and $U \backslash B=\{1,3,5\}$. Note: The complement of $B$ in the universal set $U$, namely $U \backslash B$, is sometimes called the complement of $\boldsymbol{B}$.

Fill in the blanks in the proof of the following theorem.
THEOREM: Let $A$ and $B$ be subsets of a universal set $U$. Then

$$
A \cap(U \backslash B)=A \backslash B
$$

Proof: According to our definition of equality of sets, we must show that

$$
[A \cap(U \backslash B)] \subseteq[A \backslash B] \text { and }[A \backslash B] \subseteq[A \cap(U \backslash B)]
$$

or, equivalently,

$$
x \in A \cap(U \backslash B) \quad \text { iff } x \in A \backslash B
$$

Let us begin by showing that $x \in A \cap(U \backslash B)$ implies that $x \in A \backslash B$. If $x \in A \cap(U \backslash B)$, then $x \in A$ and $x \in$ $\qquad$ , by the definition of intersection. But $x \in U \backslash B$ means that $x \in U$ and $\qquad$ Since $x \in A$ and $x \notin B$, we have $x \in$ $\qquad$ , as required. Thus $A \cap(U \backslash B) \subseteq A \backslash B$.

Conversely, we must show that $\qquad$ $\subseteq$ $\qquad$ . If
$\qquad$ then $x \in A$ and $x \notin B$. Since $A \subseteq U$, we have $x \in$ Thus $x \in U$ and $x \notin B$, so $\qquad$ . But then and $x \in U \backslash B$, so $x \in A \cap(U \backslash B)$. Hence $A \backslash B \subseteq$ $\overline{A \cap(U \backslash B)}$.

A helpful way to visualize the set operations of union, intersection, and complementation is by use of Venn diagrams, as in Figures 1 and 2. In Figure 1 the shaded area represents the union of $A$ and $B$, and in Figure 2 the shaded area is the intersection of $A$ and $B$. In each case the large rectangle represents the universal set $U$. While Venn diagrams (and other diagrams as well) are useful in seeing the relationship between sets and may be helpful in getting ideas for developing a proof, they should not be viewed as proofs themselves. A diagram necessarily represents only one case, and it may not be obvious whether this is a general case that always applies or whether there may be other cases as well.


Figure $1 \quad A \cup B$


Figure $2 A \cap B$
1.12 PRACTICE Use a Venn diagram to illustrate $A \backslash B$.

We close this section by stating some of the important properties of unions, intersections, and complements. Two of the proofs are sketched as practice problems and the others are left for the exercises.
1.13 THEOREM Let $A, B$, and $C$ be subsets of a universal set $U$. Then the following statements are true.
(a) $A \cup(U \backslash A)=U$
(b) $A \cap(U \backslash A)=\varnothing$
(c) $U \backslash(U \backslash A)=A$
(d) $A \cup(B \cap C)=(A \cup B) \cap(A \cup C)$
(e) $A \cap(B \cup C)=(A \cap B) \cup(A \cap C)$
(f) $A \backslash(B \cup C)=(A \backslash B) \cap(A \backslash C)$
(g) $A \backslash(B \cap C)=(A \backslash B) \cup(A \backslash C)$

### 1.14 PRACTICE

Complete the following proof of Theorem 1.13(d).
Proof: We begin by showing that $A \cup(B \cap C) \subseteq(A \cup B) \cap(A \cup C)$. If $x \in$ $\qquad$ , then either $x \in A$ or $x \in B \cap C$. If $x \in A$, then certainly $x \in A \cup B$ and $x \in A \cup C$. Thus $x \in$ $\qquad$ . On the other hand, if $\qquad$ , then $x \in B$ and $x \in C$. But this implies that $x \in A \cup B$ and $\qquad$ , so $x \in(A \cup B) \cap(A \cup C)$. Hence $A \cup(B \cap C) \subseteq(\overline{A \cup B) \cap(A \cup C})$.

Conversely, if $y \in(A \cup B) \cap(A \cup C)$, then and . There are two cases to consider: when $y \in A$ and when $y \notin A$. If $y \in A$, then $y \in A \cup(B \cap C)$ and this part is done. On the other hand, if $\qquad$ , then since $y \in A \cup B$, we must have $y \in B$. Similarly, since $y \in A \cup C$ and $y \notin A$, we have $\qquad$ . Thus , and this implies that $y \in \overline{A \cup(B \cap C) .}$ Hence $(A \cup B) \cap(A \cup C) \subseteq A \cup(B \cap C)$

Before going on to the proof of $1.13(\mathrm{f})$, let us make a couple of observations about the proof of 1.13 (d). Notice how the argument divides naturally into parts, the second part being introduced by the word "conversely." This word is appropriate because the second half of the argument is indeed the converse of the first half. In the first part the point in $A \cup(B \cap C)$ was called $x$ and in the second part the point in $(A \cup B) \cap$ $(A \cup C)$ was called $y$. Why is this? The choice of a name is completely arbitrary, and in fact the same name could have been used in both parts. It is important to realize that the two parts are completely separate arguments; we start over from scratch in proving the converse and can use nothing that was derived about the point $x$ in the first part. By using different names for the points in the two parts we emphasize this separateness. It is common practice, however, to use the same name ( $\operatorname{such}$ as $x$ ) for the arbitrary point in both parts. When doing this we have to be careful not to confuse the properties of the points in the two parts.

We also notice that each half of the argument also has two parts or cases, the second case being introduced by the phrase "on the other hand." This type of division of the argument is necessary when dealing with unions. If $x \in S \cup T$, then $x \in S$ or $x \in T$. Each of the possibilities must be followed to its logical conclusion, and both "bridges" must lead to the same desired result (or to a contradiction, which would show that only one alternative could occur).

Finally, when proving that one set, say $S$, is a subset of another set, say $T$, it is common to begin with the phrase "If $x \in S$, then..." It is also acceptable to begin with "Let $x \in S$ " and then conclude that $x \in T$. The subtle difference between these phrases is that "Let $x \in S$ " assumes that $S$ is nonempty, so there is an $x$ in $S$ to choose. This might seem to be an unwarranted assumption, but really it is not. If $S$ is the empty set, then of course $S \subseteq T$, so the only nontrivial case to prove is when $S$ is nonempty.
1.15 PRACTICE Complete the following proof of Theorem 1.13(f).

Proof: We wish to prove that $A \backslash(B \cup C)=(A \backslash B) \cap(A \backslash C)$. To this end, let $x \in A \backslash(B \cup C)$. Then $\qquad$ and $\qquad$ . Since $x \notin B \cup C, \quad$ and $x \notin C$ (for if it were in either $B$ or $C$, then it would be in their union). Thus $x \in A$ and $x \notin B$ and $x \notin C$. Hence $x \in A \backslash B$ and $x \in A \backslash C$, which implies that $\qquad$ . We conclude that $A \backslash(B \cup C) \subseteq(A \backslash B) \cap(A \backslash C)$.

Conversely, suppose that $x \in$ $\qquad$ . Then $x \in A \backslash B$ and $x \in A \backslash C$. But then $x \in$ $\qquad$ and $x \notin$ $\qquad$ and $x \notin$ $\qquad$ This implies that $x \notin(\overline{B \cup C)}$, so $x \in$ $\qquad$ . Hence
$\qquad$ $\subseteq$ $\qquad$ as desired.

Up to this point we have talked about combinations of two or three sets. By repeated application of the appropriate definitions we can even consider unions and intersections of any finite collection of sets. But sometimes we want to deal with combinations of infinitely many sets, and for this we need a new notation and a more general definition.
1.16 DEFINITION If for each element $j$ in a nonempty set $J$ there corresponds a set $A_{j}$, then

$$
\mathscr{A}=\left\{A_{j}: j \in J\right\}
$$

is called an indexed family of sets with $J$ as the index set. The union of all the sets in $\mathscr{A}$ is defined by

$$
\bigcup_{j \in J} A_{j}=\left\{x: x \in A_{j} \text { for some } j \in J\right\} .
$$

The intersection of all the sets in $\mathscr{A}$ is defined by

$$
\bigcap_{j \in J} A_{j}=\left\{x: x \in A_{j} \text { for all } j \in J\right\} .
$$

Other notations for $\bigcup_{j \in J} A_{j}$ include $\bigcup_{j \in J} A_{j}$ and $\cup \mathscr{A}$.
If $J=\{1,2, \ldots, n\}$, we may write

$$
A_{1} \cup A_{2} \cup \cdots \cup A_{n}=\bigcup_{j=1}^{n} A_{j} \quad \text { or } \quad \bigcup_{j=1}^{n} A_{j},
$$

and if $J=\mathbb{N}$, the common notation is

$$
\bigcup_{j=1}^{\infty} A_{j} \quad \text { or } \quad \bigcup_{j=1}^{\infty} A_{j} .
$$

Similar variations of the notation apply to intersections.

There are some situations where a family of sets has not been indexed but we still wish to take the union or intersection of all the sets. If $\mathscr{B}$ is a nonempty collection of sets, then we let

$$
\bigcup_{B \in \mathscr{B}} B=\{x: x \in B \text { for some } B \in \mathscr{B}\}
$$

and

$$
\bigcap_{B \in \mathscr{B}} B=\{x: x \in B \text { for all } B \in \mathscr{B}\}
$$

1.17 EXAMPLE $\quad$ For each $k \in \mathbb{N}$, let $A_{k}=[0,2-1 / k]$. Then $\bigcup_{k=1}^{\infty} A_{k}=[0,2)$.
1.18 PRACTICE Let $S=\{x \in \mathbb{R}: x>0\}$. For each $x \in S$, let $A_{x}=(-1 / x, 1 / x)$. Find $\bigcap_{x \in S} A_{x}$.

Review of Key Terms in Section 1

| Subset | Empty set | Disjoint sets |
| :--- | :--- | :--- |
| Proper subset | Union | Indexed family |
| Equal sets | Intersection |  |
| Interval | Complement |  |

## ANSWERS TO PRACTICE PROBLEMS

1.2 (a), (b), and (d) are sets. (c) is not a set unless "tall" and "in" are made precise.
1.6 (a), (c), (f), (g), and (h) are true.
$1.9 x \in A \Rightarrow x \in B$.
1.11 If $x \in A \cap(U \backslash B)$, then $x \in A$ and $x \in \underline{U \backslash B}$, by the definition of intersection. But $x \in U \backslash B$ means that $x \in U$ and $x \notin B$. Since $x \in A$ and $x \notin B$, we have $x \in \underline{A \backslash B}$, as required. Thus $A \cap(U \backslash B) \subseteq A \backslash B$.

Conversely, we must show that $A \backslash B \subseteq A \cap(U \backslash B)$. If $x \in A \backslash B$, then $x \in A$ and $x \notin B$. Since $A \subseteq U$, we have $x \in \underline{U}$. Thus $x \in U$ and $x \notin B$, so $\underline{x \in U \backslash B}$. But then $\underline{x \in A}$ and $x \in U \backslash B$, so $x \in A \cap(U \backslash B)$. Hence $A \backslash B \subseteq$ $A \cap(U \backslash B)$.
1.12

1.14 We begin by showing that $A \cup(B \cap C) \subseteq(A \cup B) \cap(A \cup C)$. If $x \in \underline{A \cup(B \cap C)}$, then either $x \in A$ or $x \in B \cap C$. If $x \in A$, then certainly $x \in A \cup B$ and $x \in A \cup C$. Thus $x \in(A \cup B) \cap(A \cup C)$. On the other hand, if $x \in B \cap C$, then $x \in B$ and $x \in C$. But this implies that $x \in A \cup B$ and $x \in A \cup C$, so $x \in(A \cup B) \cap(A \cup C)$. Hence $A \cup(B \cap C) \subseteq$ $(A \cup B) \cap(A \cup C)$.

Conversely, if $y \in(A \cup B) \cap(A \cup C)$, then $y \in A \cup B$ and $y \in \underline{A \cup C}$. There are two cases to consider: when $y \in A$ and when $y \notin A$. If $y \in A$, then $y \in A \cup(B \cap C)$ and this part is done. On the other hand, if $y \notin A$, then since $y \in A \cup B$, we must have $y \in B$. Similarly, since $y \in$ $A \cup C$ and $y \notin A$, we have $y \in C$. Thus $y \in B \cap C$, and this implies that $y \in A \cup(B \cap C)$. Hence $(A \cup B) \cap(A \cup C) \subseteq A \cup(B \cap C)$.
1.15 We wish to prove that $A \backslash(B \cup C)=(A \backslash B) \cap(A \backslash C)$. To this end, let $x \in A \backslash(B \cup C)$. Then $x \in A$ and $x \notin B \cup C$. Since $x \notin B \cup C, \underline{x \notin B}$ and $x \notin C$ (for if it were in either $B$ or $C$, then it would be in their union). Thus $x \in A$ and $x \notin B$ and $x \notin C$. Hence $x \in A \backslash B$ and $x \in A \backslash C$, which implies that $x \in(A \backslash B) \cap(A \backslash C)$. We conclude that $A \backslash(B \cup C) \subseteq$ $(A \backslash B) \cap(A \backslash C)$.

Conversely, suppose that $x \in(A \backslash B) \cap(A \backslash C)$. Then $x \in A \backslash B$ and $x \in A \backslash C$. But then $x \in \underline{A}$ and $x \notin \underline{B}$ and $x \notin \underline{C}$. This implies that $x \notin(B \cup C)$, so $x \in \underline{A \backslash(B \cup C)}$. Hence $(A \backslash B) \cap(A \backslash C) \subseteq A \backslash(B \cup C)$, as desired.
$1.18\{0\}$

## 1 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $A \subseteq B$ and $A \neq B$, then $A$ is called a proper subset of $B$.
(b) The symbol $\mathbb{N}$ is used to denote the set of all integers.
(c) A slash (/) through a symbol means "not."
(d) The empty set is a subset of every set.
2. Mark each statement True or False. Justify each answer.
(a) If $A \cap B=\varnothing$, then either $A=\varnothing$ or $B=\varnothing$.
(b) If $x \in A \cup B$, then $x \in A$ or $x \in B$.
(c) If $x \in A \backslash B$, then $x \in A$ or $x \notin B$.
(d) In proving $S \subseteq T$, one should avoid beginning with "Let $x \in S$," because this assumes that $S$ is nonempty.
3. Let $A=\{2,4,6,8\}, B=\{6,7,8,9\}$, and $C=\{2,8\}$. Which of the following statements are true? is
(a) $\{8,7\} \subseteq B$
(b) $\{7\} \subseteq B \cap C$
(c) $(A \backslash B) \cap C=\{2\}$
(d) $C \backslash A=\varnothing$
(e) $\varnothing \in B$
(f) $A \cap B \cap C=8$
(g) $B \backslash A=\{2,4\}$
(h) $(B \cup C) \backslash A=\{7,9\}$
4. Let $A=\{2,4,6,8\}, B=\{6,8,10\}$, and $C=\{5,6,7,8\}$. Find the following sets.
(a) $A \cap B$
(b) $A \cup B$
(c) $A \backslash B$
(d) $B \cap C$
(e) $B \backslash C$
(f) $(B \cup C) \backslash A$
(g) $(A \cap B) \backslash C$
(h) $C \backslash(A \cup B)$
5. Use Venn diagrams with three overlapping circles to illustrate each identity.
(a) $A \cup(B \cap C)=(A \cup B) \cap(A \cup C)$ is
(b) $A \backslash(B \cup C)=(A \backslash B) \cap(A \backslash C)$
6. Let $A$ and $B$ be subsets of a universal set $U$. Simplify each of the following expressions.
(a) $(A \cup B) \cup(U \backslash A)$
(b) $(A \cap B) \cap(U \backslash A)$
(c) $A \cap[B \cup(U \backslash A)]$
(d) $A \cup[B \cap(U \backslash A)]$
(e) $(A \cup B) \cap[A \cup(U \backslash B)]$
(f) $(A \cap B) \cup[A \cap(U \backslash B)]$
7. Let $A$ and $B$ be subsets of a universal set $U$. Define the symmetric difference $A \triangle B$ by

$$
A \Delta B=(A \backslash B) \cup(B \backslash A) .
$$

(a) Draw a Venn diagram for $A \triangle B$.
(b) What is $A \triangle A$ ?
(c) What is $A \triangle \varnothing$ ?
(d) What is $A \triangle U$ ?
8. Let $S=\{\varnothing,\{\varnothing\}\}$. Determine whether each of the following is True or False. Explain your answers.
(a) $\varnothing \subseteq S$
(b) $\varnothing \in S$
(c) $\{\varnothing\} \subseteq S$
(d) $\{\varnothing\} \in S$
9. Fill in the blanks in the following proof of Theorem 1.13(a).

THEOREM: Let $A$ be a subset of $U$. Then $A \cup(U \backslash A)=U$.
Proof: If $x \in A \cup(U \backslash A)$, then $x \in$ $\qquad$ or $x \in$ $\qquad$ .
Since both $A$ and $U \backslash A$ are subsets of $U$, in either case we have
$\qquad$ . Thus $\qquad$ $\subseteq$ $\qquad$ -.
On the other hand, suppose that $x \in$ $\qquad$ . Now either $x \in A$ or $x \notin A$. If $x \notin A$, then $x \in$ $\qquad$ . In either case
$x \in$ $\qquad$ . Hence $\qquad$ $\subseteq$ $\qquad$ .
10. Fill in the blanks in the proof of the following theorem.

THEOREM: $A \subseteq B$ iff $A \cup B=B$.
Proof: Suppose that $A \subseteq B$. If $x \in A \cup B$, then $x \in A$ or
$x \in$ $\qquad$ . Since $A \subseteq B$, in either case we have $x \in B$. Thus $\overline{\text { then } x \in A} \cup B$, so $\subseteq$ $\qquad$ . On the other hand, if $x \in$ $\qquad$ —,
$\qquad$ $\subseteq$ $\qquad$ . Hence $A \cup B=B$.
Conversely, suppose that $A \overline{\cup B=B}$. If $x \in A$, then $x \in$ . But $A \cup B=B$, so $x \in$ $\qquad$ . Thus $\qquad$
$\qquad$ .
11. Fill in the blanks in the proof of the following theorem.

THEOREM: $A \subseteq B$ iff $A \cap B=A$.
Proof: Suppose that $A \subseteq B$. If $x \in A \cap B$, then clearly $x \in A$. Thus $A \cap B \subseteq A$. On the other hand, $\qquad$
Thus $A \subseteq A \cap B$, and we conclude that $A \cap B=A$.
Conversely, suppose that $A \cap B=A$. If $x \in A$, then $\qquad$
Thus $A \subseteq B$.
12. Suppose you are to prove that set $A$ is a subset of set $B$. Write a reasonable beginning sentence for the proof, and indicate what you would have to show in order to finish the proof.
13. Suppose you are to prove that sets $A$ and $B$ are disjoint. Write a reasonable beginning sentence for the proof, and indicate what you would have to show in order to finish the proof.
14. Which statement(s) below would enable one to conclude that $x \in A \cup B$ ?
(a) $x \in A$ and $x \in B$.
(b) $x \in A$ or $x \in B$.
(c) If $x \in A$, then $x \in B$.
(d) If $x \notin A$, then $x \in B$.
15. Which statement(s) below would enable one to conclude that $x \in A \cap B$ ?
(a) $x \in A$ and $x \in B$.
(b) $x \in A$ or $x \in B$.
(c) $x \in A$ and $x \notin A \backslash B$.
(d) If $x \in A$, then $x \in B$.
16. Which statement(s) below would enable one to conclude that $x \in A \backslash B$ ?
(a) $x \in A$ and $x \notin B \backslash A$.
(b) $x \in A \cup B$ and $x \notin B$.
(c) $x \in A \cup B$ and $x \notin A \cap B$.
(d) $x \in A$ and $x \notin A \cap B$.
17. Which statement(s) below would enable one to conclude that $x \notin A \backslash B$ ?
(a) $x \notin A \cup B$.
(b) $x \in B \backslash A$.
(c) $x \in A \cap B$.
(d) $x \in A \cup B$ and $x \notin A$.
(e) $x \in A \cup B$ and $x \notin A \cap B$.
18. Prove that the empty set is unique. That is, suppose that $A$ and $B$ are empty sets and prove that $A=B$.
19. Prove: If $U=A \cup B$ and $A \cap B=\varnothing$, then $A=U \backslash B$. $\begin{array}{rr}\end{array}$
20. Prove: $A \cap B$ and $A \backslash B$ are disjoint and $A=(A \cap B) \cup(A \backslash B)$.
21. Prove or give a counterexample: $A \backslash(A \backslash B)=B \backslash(B \backslash A)$.
22. Prove or give a counterexample: $A \backslash(B \backslash A)=B \backslash(A \backslash B)$.
23. Let $A$ and $B$ be subsets of a universal set $U$. Prove the following.
(a) $A \backslash B=(U \backslash B) \backslash(U \backslash A)$
(b) $U \backslash(A \backslash B)=(U \backslash A) \cup B$
(c) $(A \backslash B) \cup(B \backslash A)=(A \cup B) \backslash(A \cap B)$
24. Finish the proof of Theorem 1.13.
25. Find $\bigcup_{B \in \mathscr{B}} B$ and $\bigcap_{B \in \mathscr{B}} B$ for each collection $\mathscr{B}$.
(a) $\mathscr{B}=\left\{\left[1,1+\frac{1}{n}\right]: n \in \mathbb{N}\right\} \underset{z}{ }$
(b) $\mathscr{B}=\left\{\left(1,1+\frac{1}{n}\right): n \in \mathbb{N}\right\}$
(c) $\mathscr{B}=\{[2, x]: x \in \mathbb{R}$ and $x>2\}$
(d) $\mathscr{B}=\{[0,3],(1,5),[2,4)\}$
*26. Let $\left\{A_{j}: j \in J\right\}$ be an indexed family of sets and let $B$ be a set. Prove the following generalizations of Theorem 1.13.
(a) $B \cup\left[\bigcap_{j \in J} A_{j}\right]=\bigcap_{j \in J}\left(B \cup A_{j}\right)$
(b) $B \cap\left[\bigcup_{j \in J} A_{j}\right]=\bigcup_{j \in J}\left(B \cap A_{j}\right)$
(c) $B \backslash\left[\bigcup_{j \in J} A_{j}\right]=\bigcap_{j \in J}\left(B \backslash A_{j}\right)$
(d) $B \backslash\left[\bigcap_{j \in J} A_{j}\right]=\bigcup_{j \in J}\left(B \backslash A_{j}\right)$

## Section 2 RELATIONS

## Ordered Pairs

In our discussion of sets in Section 1 we noted that the order of the elements is not important. Thus the set $\{a, b\}$ is the same as the set $\{b, a\}$. There are times, however, when order is important. For example, in analytic geometry the coordinates of a point $(x, y)$ represent an ordered pair of numbers. The point $(1,3)$ is different from the point $(3,1)$. When we wish to indicate that a set of two elements $a$ and $b$ is ordered, we enclose the elements in parentheses: $(a, b)$. Then $a$ is called the first element and $b$ is called the second. ${ }^{\dagger}$ The important property of ordered pairs is that

$$
(a, b)=(c, d) \quad \text { iff } \quad a=c \text { and } b=d
$$

So far we have not really told you what ordered pairs are; we have only identified the property that they must satisfy. The question of what they actually are is more subtle. It is possible to give a precise definition of an ordered pair, and we shall do so in a moment. But first one word of caution: Do not expect too much from the formal definition. It will show how the existence of ordered pairs can be derived from set theory, but it will probably not add to your intuitive understanding of the concept at all.
2.1 DEFINITION The ordered pair $(a, b)$ is the set whose members are $\{a\}$ and $\{a, b\}$. In symbols we have

$$
(a, b)=\{\{a\},\{a, b\}\}
$$

The acceptability of this definition depends on the ordered pairs actually having the property expected of them. This we prove in the following theorem.
2.2 THEOREM $\quad(a, b)=(c, d)$ iff $a=c$ and $b=d$.

Proof: If $a=c$ and $b=d$, then

$$
(a, b)=\{\{a\},\{a, b\}\}=\{\{c\},\{c, d\}\}=(c, d)
$$

Conversely, suppose that $(a, b)=(c, d)$. Then by our definition we have $\{\{a\},\{a, b\}\}=\{\{c\},\{c, d\}\}$. We wish to conclude that $a=c$ and $b=d$. To this end we consider two cases, depending on whether $a=b$ or $a \neq b$.
${ }^{\dagger}$ The notation used for an ordered pair $(a, b)$ is the same as that used for an open interval of real numbers $\{x \in \mathbb{R}: a<x<b\}$. The context will make clear which meaning is intended.

If $a=b$, then $\{a\}=\{a, b\}$, so $(a, b)=\{\{a\}\}$. Since $(a, b)=(c, d)$, we then have

$$
\{\{a\}\}=\{\{c\},\{c, d\}\} .
$$

The set on the left has only one member, $\{a\}$. Thus the set on the right can have only one member, so $\{c\}=\{c, d\}$, and we conclude that $c=d$. But then $\{\{a\}\}=\{\{c\}\}$, so $\{a\}=\{c\}$ and $a=c$. Thus $a=b=c=d$.

On the other hand, if $a \neq b$, then from the preceding argument it follows that $c \neq d$. Since $(a, b)=(c, d)$, we must have

$$
\{a\} \in\{\{c\},\{c, d\}\},
$$

which means that $\{a\}=\{c\}$ or $\{a\}=\{c, d\}$. In either case we have $c \in\{a\}$, so $a=c$. Again, since $(a, b)=(c, d)$, we must also have

$$
\{a, b\} \in\{\{c\},\{c, d\}\}
$$

Thus $\{a, b\}=\{c\}$ or $\{a, b\}=\{c, d\}$. But $\{a, b\}$ has two distinct members and $\{c\}$ has only one, so we must have $\{a, b\}=\{c, d\}$. Now $a=c, a \neq b$, and $b \in\{c, d\}$, which implies that $b=d$.
2.3 PRACTICE Let $A=\{1,2\}$. List all the ordered pairs $(x, y)$ such that $x \in A$ and $y \in A$.

## Cartesian Products

2.4 DEFINITION If $A$ and $B$ are sets, then the Cartesian product (or cross product) of $A$ and $B$, written $A \times B$, is the set of all ordered pairs $(a, b)$ such that $a \in A$ and $b \in B$. In symbols,

$$
A \times B=\{(a, b): a \in A \text { and } b \in B\} .
$$

2.5 EXAMPLE If $A$ and $B$ are intervals of real numbers, then using the familiar Cartesian coordinate system with $A$ on the horizontal axis and $B$ on the vertical axis, $A \times B$ is represented by a rectangle. For example, if $A$ is the interval $[1,4)$ and $B$ is the interval (2,4], then $A \times B$ is the rectangle shown in Figure 1, where the solid line indicates that the edge is included in $A \times B$ and the dashed line indicates that the edge is not included. (In displaying the intervals, we have offset them from the axes for the sake of clarity. Recall that a bracket " [" or "]" indicates that the end point of an interval is included, and a parenthesis indicates that the end point is not included. We use the same symbolism in the diagram.)


Figure $1 A \times B=\{(x, y): 1 \leq x<4$ and $2<y \leq 4\}$
2.6 PRACTICE Consider the following intervals:

$$
\begin{array}{ll}
A=(1,5] & B=[1,4) \\
C=[4,7) & D=(2,5)
\end{array}
$$

Draw a sketch as in Figure 1 to illustrate that

$$
(A \times B) \cap(C \times D)=(A \cap C) \times(B \cap D)
$$

## Relations

Intuitively, a relation between two objects $a$ and $b$ is a condition involving $a$ and $b$ that is either true or false. When it is true, we say $a$ is related to $b$; otherwise, $a$ is not related to $b$. For example, "less than" is a relation between positive integers. We have

$$
1<3 \text { is true, } \quad 2<7 \text { is true, } \quad 5<4 \text { is false, }
$$

and, in general, $a<b$ is either true or false for any $a, b \in \mathbb{N}$.
When considering a relation between two objects, it is necessary to know which object comes first. For instance, $1<3$ is true but $3<1$ is false. Thus it is natural for the formal definition of a relation to depend on the concept of an ordered pair. Essentially, we collect together all the ordered pairs of objects where the first element is related to the second element and identify this collection of ordered pairs as the relation.
2.7 DEFINITION Let $A$ and $B$ be sets. A relation between $\boldsymbol{A}$ and $\boldsymbol{B}$ is any subset R of $A \times B$. We say that an element $a$ in $A$ is related by R to an element $b$ in $B$ if $(a, b) \in$ R , and we often denote this by writing " $a \mathrm{R} b$." The first set $A$ is referred to as the domain of the relation and denoted by dom R . If $B=A$, then we speak of a relation $\mathrm{R} \subseteq A \times A$ being a relation on $A$.
2.8 EXAMPLE Looking again at Example 2.5, where $A=[1,4)$ and $B=(2,4]$, the relation $a \mathrm{R} b$ given by " $a<b$ " is graphed as the portion of $A \times B$ that lies to the left of the line $x=y$. (See Figure 2.) For example, 1 in $A$ is related to all $b$ in $(2,4]$. But 3 in $A$ is related only to those $b$ that are in $(3,4]$.


Figure 2 The "less than" relation between $A$ and $B$

## Equivalence Relations

Certain relations are singled out because they possess the properties naturally associated with the idea of equality. They are called equivalence relations, as we see in the following definition.
2.9 DEFINITION A relation R on a set $S$ is an equivalence relation if it has the following properties for all $x, y, z$ in $S$ :
(a) $x \mathrm{R} x$
(b) If $x \mathrm{R} y$, then $y \mathrm{R} x$.
(c) If $x \mathrm{R} y$ and $y \mathrm{R} z$, then $x \mathrm{R} z$.
(reflexive property)
(symmetric property)
(transitive property)

### 2.10 EXAMPLE

(a) The relation " $\leq$ " defined on $\mathbb{N}$ is reflexive and transitive, but not symmetric. Thus it is not an equivalence relation.
(b) When considering lines in the plane, the relation "is parallel to" is reflexive (if we agree that a line is parallel to itself), symmetric, and transitive. Hence it is an equivalence relation.
(c) Let $S$ be the set of all people who live in Chicago, and suppose that two people $x$ and $y$ are related by R if $x$ lives within a mile of $y$. Then R is reflexive and symmetric, but not transitive.
2.11 PRACTICE Determine which of the three properties (reflexive, symmetric, and transitive) apply to each relation.
(a) Let $S$ be the set of all lines in a plane and let R be the relation "is perpendicular to."
(b) Let $S$ be the set of real numbers and let R be the relation " $>$."
(c) Let $S$ be the set of all triangles in a plane and let R be the relation "is similar to."

Given an equivalence relation R on a set $S$, it is natural to group together all the elements that are related to a particular element. More precisely, we define the equivalence class (with respect to R ) of $x \in S$ to be the set

$$
E_{x}=\{y \in S: y \mathrm{R} x\}
$$

Since R is reflexive, each element of $S$ is in some equivalence class. Furthermore, two different equivalence classes must be disjoint. That is, if two equivalence classes overlap, they must be equal. To see this, suppose that $\quad w \in E_{x} \cap E_{y}$. (See Figure 3.) Then for any $x^{\prime} \in E_{x}$ we have $x^{\prime} \mathrm{R} x$. But $w \in E_{x}$, so $w \mathrm{R} x$ and, by symmetry, $x \mathrm{R} w$. Also, $w \in E_{y}$, so $w \mathrm{R} y$. Using transitivity twice, we have $x^{\prime} \mathrm{R} y$, so that $x^{\prime} \in E_{y}$ and $E_{x} \subseteq E_{y}$. The reverse inclusion follows in a similar manner.


Figure 3 Two equivalence classes

Thus we see that an equivalence relation R on a set $S$ breaks $S$ into disjoint pieces in a natural way. These pieces are an example of a partition.

### 2.12 DEFINITION A partition of a set $S$ is a collection $\mathscr{P}$ of nonempty subsets of $S$ such that

(a) Each $x \in S$ belongs to some subset $A \in \mathscr{P}$.
(b) For all $A, B \in \mathscr{P}$, if $A \neq B$, then $A \cap B=\varnothing$.

A member of $\mathscr{P}$ is called a piece of the partition.
2.13 EXAMPLE Let $S=\{1,2,3\}$. Then the collection $\mathscr{P}=\{\{1\},\{2\},\{3\}\}$ is a partition of $S$. We may picture this as in Figure $4(\mathrm{a})$. The collection $\mathscr{P}=\{\{1,2\},\{3\}\}$ is also a partition of $S$. [See Figure 4(b).] But the collection $\mathscr{P}=\{\{1,2\}$, $\{2,3\}\}$ is not a partition of $S$ because $\{1,2\}$ and $\{2,3\}$ are not disjoint.


Figure 4 Two partitions of set $S=\{1,2,3\}$
2.14 PRACTICE Is $\mathscr{P}=\{\{1,3\},\{2\}\}$ a partition of $S=\{1,2,3,4\}$ ?
2.15 EXAMPLE Let $S$ be the set of all students in a particular university. For $x$ and $y$ in $S$, define $x \mathrm{R} y$ iff $x$ and $y$ were born in the same calendar year. Then R is an equivalence relation, and a typical equivalence class is the set of all students who were born in a particular year. For example, if student $x$ was born in 1992, then $E_{x}$ consists of all the students who were born in 1992. This relation partitions $S$ into disjoint subsets, where students born in the same year are grouped together.
2.16 PRACTICE In Example 2.15, if $y \in E_{x}$, does this mean that $x$ and $y$ are the same age?

Not only does an equivalence relation on a set $S$ determine a partition of $S$, but the partition can be used to determine the relation. We formalize this in the following theorem.
2.17 THEOREM Let R be an equivalence relation on a set $S$. Then $\left\{E_{x}: x \in S\right\}$ is a partition of $S$. The relation "belongs to the same piece as" is the same as R. Conversely, if $\mathscr{P}$ is a partition of $S$, let P be defined by $x \mathrm{P} y$ iff $x$ and $y$ are in the same piece of the partition. Then P is an equivalence relation and the corresponding partition into equivalence classes is the same as $\mathscr{P}$.

Proof: Let R be an equivalence relation on $S$. We have already shown that $\left\{E_{x}: x \in S\right\}$ is a partition. Now suppose that P is the relation "belongs to the same piece (equivalence class) as." Then

$$
\begin{array}{lll}
x \mathrm{P} y & \text { iff } & x, y \in E_{z} \text { for some } z \in S \\
& \text { iff } & x \mathrm{R} z \text { and } y \mathrm{R} z \text { for some } z \in S \\
& \text { iff } & x \mathrm{R} y .
\end{array}
$$

Thus P and R are the same.
Conversely, suppose that $\mathscr{P}$ is a partition of $S$ and let P be defined by $x \mathrm{P} y$ iff $x$ and $y$ are in the same piece of the partition. Clearly, P is reflexive and symmetric. To see that P is transitive, suppose that $x \mathrm{P} y$ and $y \mathrm{P} z$. Then $y \in E_{x} \cap E_{z}$. But this implies that $E_{x}=E_{z}$ by the contrapositive of 2.12(b), so $x \mathrm{P} z$. Finally, the equivalence classes of P correspond to the pieces of $\mathscr{P}$ because of the way P was defined.
2.18 PRACTICE Let $S$ be the set of all atoms in the universe and let $\mathrm{R}=\{(x, y) \in S \times S: x$ and $y$ have the same number of protons $\}$. Suppose that $x$ is an atom with one proton. What is the common name for a member of $E_{x}$ ? Suppose that $y$ is an atom with six protons. What is the common name for a member of $E_{y}$ ?

- Review of Key Terms in Section 2

Ordered pair
Cartesian product
Relation between $A$ and $B$

Equivalence relation
Reflexive
Symmetric

Transitive
Equivalence class
Partition

## ANSWERS TO PRACTICE PROBLEMS

$2.3(1,1),(1,2),(2,1),(2,2)$
2.6

2.11 (a) symmetric only; (b) transitive only; (c) all three
2.14 It is not a partition of $S$ because $4 \in S$ and 4 is not in any of the sets in $\mathscr{P}$.
2.16 No. Two people born in the same year will be different ages on any date between their birthdays.
2.18 Members of $E_{x}$ are called hydrogen and members of $E_{y}$ are called carbon.

## 2 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) $(a, b)=(c, d)$ iff $a=c$ and $b=d$.
(b) A relation between $A$ and $B$ is an ordered subset of $A \times B$.
(c) $A \times B=\{\{a, b\}: a \in A$ and $b \in B\}$.
(d) A relation is an equivalence relation if it is reflexive, symmetric, and transitive.
2. Mark each statement True or False. Justify each answer.
(a) If $\mathscr{P}$ is a partition of set $S$, then we can obtain a relation R on $S$ by defining $x \mathrm{R} y$ iff $x$ and $y$ are in the same piece of the partition.
(b) In any relation R on a set $S$, we always have $x \mathrm{R} x$ for all $x \in S$.
(c) If R is a relation on $S$, then $\{y \in S: y \mathrm{R} x\}$ determines a partition of $S$.
(d) If $\mathscr{P}$ is a partition of $S$ and $x \in S$, then $x \in A$ for some $A \in \mathscr{P}$.
3. Using Definition 2.1, show that $(a, a)=\{\{a\}\}$.
4. Using Definition 2.1, show that $\{a\} \times\{a\}=\{\{\{a\}\}\}$.
5. Using Definition 2.1 , find $(2,3) \cap(3,2)$.
6. Let $A$ be any set and let $B=\varnothing$. What can you conclude about $A \times B$ ?
7. Let $A=\{a\}$ and $B=\{1,2,3\}$. List all possible relations between $A$ and $B$.
8. Let $A=\{1,2\}$.
(a) How many elements are in the set $A \times A$ ?
(b) How many possible relations are there on set $A$ ?
(c) How many possible relations are there on the set $\{1,2,3\}$ ?
9. Fill in the blanks in the proof of the following theorem. $\dot{z}$

THEOREM: $(A \cap B) \times C=(A \times C) \cap(B \times C)$


On the other hand, suppose that $(x, y) \in$ $\qquad$ . Then $(x, y) \in$ $\qquad$ and $(x, y) \in$ $\qquad$ . Since $(x, y) \in$ $A \times C, x$ $\qquad$ and $y \in$ $\qquad$ . Since $(x, y) \in B \times C$,
$\qquad$ and and $\qquad$ $\subseteq$ $\qquad$
10. Prove or give a counterexample.
(a) $A \times B=B \times A$
(b) $(A \cup B) \times C=(A \times C) \cup(B \times C)$
(c) $(A \times B) \cap(C \times D)=(A \cap C) \times(B \cap D)$
(d) $(A \times B) \cup(C \times D)=(A \cup C) \times(B \cup D)$
11. Determine which of the three properties (reflexive, symmetric, and transitive) apply to each relation.
(a) Let R be the relation on $\mathbb{N}$ given by $x \mathrm{R} y$ iff $x$ divides $y$. is
(b) Let $X$ be a set and let R be the relation " $\subseteq$ " defined on subsets of $X$.
(c) Let $S$ be the set of people in the school. Define R on $S$ by $x \mathrm{R} y$ iff " $x$ likes $y$."
(d) Let R be the relation $\{(1,1),(1,2),(2,2),(1,3),(3,3)\}$ on the set $\{1,2,3\}$.
(e) Let R be the relation on $\mathbb{R}$ given by $x \mathrm{R} y$ iff $x-y$ is rational. is
(f) Let R be the relation on $\mathbb{R}$ given by $x \mathrm{R} y$ iff $x-y$ is irrational.
(g) Let R be the relation on $\mathbb{R}$ given by $x \mathrm{R} y$ iff $(x-y)^{2}<0$.
(h) Let R be the relation on $\mathbb{R}$ given by $x \mathrm{R} y$ iff $|x-y| \leq 2$.
12. Find examples of relations with the following properties.
(a) Reflexive, but not symmetric and not transitive.
(b) Symmetric, but not reflexive and not transitive.
(c) Transitive, but not reflexive and not symmetric.
(d) Reflexive and symmetric, but not transitive.
(e) Reflexive and transitive, but not symmetric.
(f) Symmetric and transitive, but not reflexive.
13. Let $S$ be the Cartesian coordinate plane $\mathbb{R} \times \mathbb{R}$ and define a relation R on $S$ by $(a, b) \mathrm{R}(c, d)$ iff $a=c$. Verify that R is an equivalence relation and describe a typical equivalence class $E_{(a, b)}$. $\hat{\boldsymbol{s}}$
14. Let $S$ be the Cartesian coordinate plane $\mathbb{R} \times \mathbb{R}$ and define a relation R on $S$ by $(a, b) \mathrm{R}(c, d)$ iff $a+d=b+c$. Verify that R is an equivalence relation and describe the equivalence class $E_{(7,3)}$.
15. Let $S$ be the Cartesian coordinate plane $\mathbb{R} \times \mathbb{R}$ and define the equivalence relation R on $S$ by $(a, b) \mathrm{R}(c, d)$ iff $a+2 b=c+2 d$.
(a) Find the partition $\mathscr{P}$ determined by R by describing the pieces in $\mathscr{P}$.
(b) Describe the piece of the partition that contains the point $(5,3)$.
16. Let $S$ be the Cartesian coordinate plane $\mathbb{R} \times \mathbb{R}$ and define the equivalence relation R on $S$ by $(a, b) \mathrm{R}(c, d)$ iff $b-3 a=d-3 c$.
(a) Find the partition $\mathscr{P}$ determined by R by describing the pieces in $\mathscr{P}$.
(b) Describe the piece of the partition that contains the point $(2,5)$.
17. Let $R$ be the relation $\{(1,1),(2,3),(2,2),(3,2),(3,3)\}$ on the set $\{1,2,3\}$. Determine whether or not R is an equivalence relation. If it is not, state which properties it is lacking. If it is, describe the partition $\mathscr{P}$ determined by R by listing the pieces in $\mathscr{P}$.
18. Let $R$ be the relation $\{(1,1),(2,2),(3,1),(3,3)\}$ on the set $\{1,2,3\}$. Determine whether or not R is an equivalence relation. If it is not, state which properties it is lacking. If it is, describe the partition $\mathscr{P}$ determined by R by listing the pieces in $\mathscr{P}$.
19. Let $S=\{a, b, c, d\}$ and let $\mathscr{P}=\{\{a\},\{b, c\},\{d\}\}$ Note that $\mathscr{P}$ is a partition of $S$. Describe the equivalence relation R on $S$ determined by $\mathscr{P}$ by listing the ordered pairs in R. is
20. Repeat Exercise 19 when $\mathscr{P}=\{\{a\},\{b, c, d\}\}$.
21. Let $S=\{a, b, c, d, e\}$ and define the equivalence relation $\mathrm{R}=\{(a, a),(b, b)$, $(c, c),(d, d),(e, e),(a, c),(c, a)\}$. Describe the partition $\mathscr{P}$ determined by R by listing the pieces in $\mathscr{P}$.
22. Let $S=\{a, b, c, d, e\}$ and define the equivalence relation $\mathrm{R}=\{(a, a),(b, b)$, $(c, c),(d, d),(e, e),(a, b),(b, a),(a, d),(d, a),(b, d),(d, b)\}$. Describe the partition $\mathscr{P}$ determined by R by listing the pieces in $\mathscr{P}$.
23. Define a relation $\mathbf{R}$ on the set of all integers $\mathbb{Z}$ by $x \mathrm{R} y$ iff $x-y=2 k$ for some integer $k$. Verify that R is an equivalence relation and describe the equivalence class $E_{5}$. How many distinct equivalence classes are there?
24. Define a relation R on the set of all integers $\mathbb{Z}$ by $x \mathrm{R} y$ iff $x-y=3 k$ for some integer $k$. Verify that R is an equivalence relation and describe the equivalence class $E_{5}$. How many distinct equivalence classes are there?
25. Define a relation R on the set of all integers $\mathbb{Z}$ by $x \mathrm{R} y$ iff $x+y=2 k$ for some integer $k$. Is R an equivalence relation on $\mathbb{Z}$ ? Why or why not? (Compare with Exercise 23.)
26. Define a relation R on the set of all integers $\mathbb{Z}$ by $x \mathrm{R} y$ iff $x+y=3 k$ for some integer $k$. Is R an equivalence relation on $\mathbb{Z}$ ? Why or why not? (Compare with Exercise 24.)
27. Let $A=\mathbb{N} \times \mathbb{N}$, and define a relation R on $A$ by $(a, b) \mathrm{R}(c, d)$ iff $a b=c d$.
(a) Show that R is an equivalence relation on $A$.
(b) List the elements in the equivalence class $E_{(9,2)}$.
(c) Find an equivalence class with exactly two elements.
(d) Find an equivalence class with exactly three elements.
(e) Find an equivalence class with exactly four elements.
(f) Let $B=\mathbb{R} \times \mathbb{R}$ and extend R to an equivalence relation on $B$. Now what does $E_{(9,2)}$ look like?
28. Let $A=\mathbb{N} \times \mathbb{N}$, and define a relation R on $A$ by $(a, b) \mathrm{R}(c, d)$ iff $a^{b}=c^{d}$.
(a) Show that R is an equivalence relation on $A$.
(b) List the elements in the equivalence class $E_{(9,2)}$.
(c) Find an equivalence class with exactly two elements.
(d) Find an equivalence class with exactly four elements.
29. Define a relation R on $\mathbb{Z} \times(\mathbb{Z} \backslash\{0\})$ by $(a, b) \mathrm{R}(x, y)$ iff $a y=b x$.
(a) Prove that R is an equivalence relation.
(b) Describe the equivalence classes corresponding to R .
30. Let $S=\{1,2,3\}$ and let R be an equivalence relation on $S$.
(a) Describe the R with the fewest members. How many equivalence classes are there for this R ? Describe the corresponding partition of $S$.
(b) Describe the R with the fewest members such that $(1,2)$ is in R . How many equivalence classes are there for this $R$ ? Describe the corresponding partition of $S$.
(c) Describe the $R$ with the fewest members such that $(1,2)$ and $(2,3)$ are in $R$. How many equivalence classes are there for this $R$ ? Describe the corresponding partition of $S$.
31. Let R and S be relations on a set $A$. Prove or give a counterexample for each of the following.
(a) If $R$ and $S$ are reflexive, then $R \cap S$ is reflexive.
(b) If $R$ and $S$ are reflexive, then $R \cup S$ is reflexive.
(c) If $R$ and $S$ are symmetric, then $R \cap S$ is symmetric. is
(d) If $R$ and $S$ are symmetric, then $R \cup S$ is symmetric.
(e) If $R$ and $S$ are transitive, then $R \cap S$ is transitive.
(f) If $R$ and $S$ are transitive, then $R \cup S$ is transitive.
(g) If $R$ and $S$ are equivalence relations, then $R \cap S$ is an equivalence relation.
(h) If $R$ and $S$ are equivalence relations, then $R \cup S$ is an equivalence relation.
32. A relation R on a set $A$ is called circular if for all $a, b \in A, a \mathrm{R} b$ and $b \mathrm{R} c$ imply $c \mathrm{R} a$. Prove: A relation is an equivalence relation iff it is reflexive and circular.
33. (a) Define an ordered triple $(a, b, c)$ to be equal to $((a, b), c)$. Prove that $(a, b, c)=(d, e, f)$ iff $a=d, b=e$, and $c=f$.
(b) On the basis of our definition of an ordered pair $(a, b)$ as $\{\{a\},\{a, b\}\}$, we might be tempted to define an ordered triple $(a, b, c)$ as $\{\{a\},\{a, b\},\{a, b, c\}\}$. Show by means of an example that this will not work. That is, find two different ordered triples that have equivalent representations in this set notation.

## Section 3 FUNCTIONS

We now turn our attention to the concept of a function. The reader no doubt thinks of a function $f$ as a formula or a rule that enables us to compute the function value $f(x)$ given any specific value for $x$. For example, if we have the formula

$$
f(x)=x^{2}+3
$$

we can compute $f(5)$ by taking $5^{2}$ and adding 3 . Thus the real number 5 is made to correspond to the real number 28 , and the function $f$ is seen to establish a correspondence between real numbers and certain other real numbers. Thinking of a function in this way as a formula is helpful in many contexts, but it is inadequate for some of the things we wish to do in analysis.

In searching for a more general understanding of a function, we need to hold on to the idea of a correspondence between sets, but not require that it be described by a formula. What is important is that a given element in the first set cannot correspond to two different elements in the second set. Thus we see that a function is a special kind of a relation. We make this precise in the following definition.
3.1 DEFINITION Let $A$ and $B$ be sets. A function from $A$ to $B$ is a nonempty relation $f \subseteq A \times B$ that satisfies the following two conditions:

1. Existence: For all $a$ in $A$, there exists a $b$ in $B$ such that $(a, b) \in f$.
2. Uniqueness: If $(a, b) \in f$ and $(a, c) \in f$, then $b=c$.

That is, given any element $a$ in $A$, there is one and only one element $b$ in $B$ such that $(a, b) \in f$. Set $A$ is called the domain of $f$ and is denoted by $\operatorname{dom} f$. Set $B$ is referred to as the codomain of $f$. We may write $f: A \rightarrow B$ to indicate $f$ has domain $A$ and codomain $B$. The range of $f$, denoted rng $f$, is the set of all second elements of members of $f$. That is,

$$
\operatorname{rng} f=\{b \in B: \exists a \in A \ni(a, b) \in f\}
$$

If $(x, y)$ is a member of $f$, we often say that $f$ maps $x$ onto $y$ or that $y$ is the image of $x$ under $f$. It is also customary to write $y=f(x)$ instead of $(x, y) \in f$. This agrees with the familiar usage when $f$ is described by a formula, but also applies in more general settings.

When a function consists of just a few ordered pairs, it can be identified simply by listing them. Usually, however, there are too many to list, so the function is identified by specifying the domain and giving a rule for determining the unique second element in the ordered pair that corresponds to any particular first element. When this rule is a formula, we are back to the intuitive notion of a function with which we began the section. Thus to say that a function $f$ is given by the formula $f(x)=x^{2}+3$ means that

$$
f=\left\{(x, y): y=x^{2}+3 \text { and } x \in \mathbb{R}\right\}
$$

or

$$
f=\left\{(x, f(x)): f(x)=x^{2}+3 \text { and } x \in \mathbb{R}\right\}
$$

or

$$
f=\left\{\left(x, x^{2}+3\right): x \in \mathbb{R}\right\}
$$

The domain of the function would be obtained either from the context or by stating it explicitly. Unless told otherwise, when a function is given by a formula, the domain is taken to be the largest subset of $\mathbb{R}$ for which the formula will always yield a real number.

Having defined a function to be a set of ordered pairs satisfying the existence and uniqueness conditions, we should note that the notation $f: A \rightarrow B$ is slightly more restrictive than the ordered pair definition because it specifies a particular codomain. (Some authors refer to $f: A \rightarrow B$ as a mapping from $A$ to $B$ rather than a function from $A$ to $B$, but it is common practice to treat the terms function and mapping as synonymous, as we shall do.) This subtle difference between the ordered pair definition and the $f: A \rightarrow B$ notation will be significant in Example 3.7, where we want to consider the functions

$$
\begin{aligned}
& f: \mathbb{R} \rightarrow \mathbb{R} \text { such that } f(x)=x^{2} \text { and } \\
& g: \mathbb{R} \rightarrow[0, \infty) \text { such that } g(x)=x^{2}
\end{aligned}
$$

to be different functions (with different properties) even though their ordered pairs are identical.
3.2 PRACTICE Let $A=\{1,2,3\}$ and $B=\{2,4,6,8\}$. Which of the following relations are functions from $A$ to $B$ ?
(a) $\{(1,2),(2,6),(3,4),(2,8)\}$
(b) $\{(1,4),(3,8)\}$
(c) $\{(1,6),(2,6),(3,2)\}$
(d) $\{(1,8),(2,2),(3,4)\}$
3.3 EXAMPLE Let's look more carefully at Practice 3.2(c). Notice that it is permitted for a member of $B$ to appear in more than one ordered pair in the function. It may also be the case that some members of $B$, such as 4 and 8 , do not appear at all. If we call the given function $f$, we may write $f: A \rightarrow B$, where $A=$ $\{1,2,3\}$ and $B=\{2,4,6,8\}$. If $C=\mathbb{R}$ and $D=\{2,6\}$, it is equally correct to write $f: A \rightarrow C$ or $f: A \rightarrow D$. The latter description is particularly good, since there are no extraneous members in $D$. That is, $D$ is equal to the range of $f$.

## Properties of Functions

3.4 DEFINITION A function $f: A \rightarrow B$ is called surjective (or is said to map $A$ onto $B$ ) if $B=\operatorname{rng} f$. A surjective function is also referred to as a surjection.

The question of whether or not a function is surjective depends on the choice of codomain. A function can always be made surjective by restricting the codomain to being equal to the range, but sometimes this is not convenient. For the function $f$ given by the formula $f(n)=(n!)^{1 / n}$, there is no simple description for the range. It is easier just to write $f: \mathbb{N} \rightarrow \mathbb{R}$ and not be more precise.

If it happens, as in Practice 3.2(d), that no member of the codomain appears more than once as a second element in one of the ordered pairs, then we have another important type of function.
3.5 DEFINITION A function $f: A \rightarrow B$ is called injective (or one-to-one) if, for all $a$ and $a^{\prime}$ in $A, f(a)=f\left(a^{\prime}\right)$ implies that $a=a^{\prime}$. An injective function is also referred to as an injection.

If a function is both surjective and injective, then it is particularly well behaved.
3.6 DEFINITION A function $f: A \rightarrow B$ is called bijective or a bijection if it is both surjective and injective.
3.7 EXAMPLE Consider the function given by the formula $f(x)=x^{2}$. If we take $\mathbb{R}$ for both the domain and codomain so that $f: \mathbb{R} \rightarrow \mathbb{R}$, then $f$ is not surjective because there is no real number that maps onto -1 . If we limit the codomain to be the set $[0, \infty)$, then the function $g: \mathbb{R} \rightarrow[0, \infty)$ such that $g(x)=x^{2}$ is surjective.

Since $g(-2)=g(2)$, we see that $g$ is not injective when defined on all of $\mathbb{R}$. But restricting $g$ to be defined on only $[0, \infty)$, it becomes injective. Thus $h:[0, \infty) \rightarrow[0, \infty)$ such that $h(x)=x^{2}$ is bijective.
3.8 EXAMPLE Let $A$ be a nonempty set and let $S$ be a subset of $A$. We may define a function $\chi_{S}: A \rightarrow\{0,1\}$ by

$$
\chi_{S}(a)= \begin{cases}1, & \text { if } a \in S \\ 0, & \text { if } a \notin S\end{cases}
$$

This function is called the characteristic function (or indicator function) of $S$ and is widely used in probability and statistics. If $S$ is a nonempty proper subset of $A$, then $\chi_{S}$ is surjective. If $S=\varnothing$ or $S=A$, then $\chi_{S}$ is not surjective.
3.9 PRACTICE Let $\chi_{S}$ be given as in Example 3.8. Under what conditions on $A$ and $S$ will $\chi_{S}$ be injective?

## Visualizing Functions

There are two helpful ways of picturing a function. The first is by using the familiar Cartesian coordinate system to display the graph of the function. Of course, this technique applies only to functions whose domain and codomain are subsets of $\mathbb{R}$. Thus if $f: \mathbb{R} \rightarrow \mathbb{R}$ is the function defined by $f(x)=2 x-1$, we obtain the graph pictured in Figure 1.


Figure 1

In set-theoretic terms, the plane is $\mathbb{R} \times \mathbb{R}$ and a point $(x, y)$ is on the graph of $f$ iff $y=2 x-1$. That is, the graph of $f$ is the set

$$
\{(x, y): y=2 x-1 \text { and } x \in \mathbb{R}\}
$$

or

$$
\{(x, f(x)): f(x)=2 x-1 \text { and } x \in \mathbb{R}\}
$$

But this is precisely what $f$ is in terms of Definition 3.1. That is, since we defined functions in terms of ordered pairs, what we ordinarily think of as the graph of a function is really the same thing as the function itself.
3.10 EXAMPLE Suppose $A=[1,5], B=[1,5]$, and $f: A \rightarrow B$ is defined by $f(x)=(x+3) / 2$. This function is injective, but not surjective because rng $f=[2,4]$. (See Figure 2.)


Figure $2 f(x)=(x+3) / 2$
The two defining properties of a function given in Definition 3.1 have a simple geometric interpretation when $f: A \rightarrow B$ may be viewed as a graph in $\mathbb{R} \times \mathbb{R}$. Let $a$ be an arbitrary element of $A$ and consider the vertical line $x=a$. Property (1) says that the line $x=a$ intersects the graph of $f$ in at least one point. Property (2) says that the line $x=a$ intersects the graph of $f$ in at most one point. So taken together, they say that the line $x=a$ intersects the graph of $f$ in exactly one point. This is sometimes called the vertical line test: If $f$ is a subset of $A \times B$, then $f$ is a function from $A$ to $B$ if for every $a \in A$, the vertical line $x=a$ intersects the graph of $f$ exactly once.
3.11 PRACTICE There is a simple geometric characterization of injection and surjection for any function $f: \mathbb{R} \rightarrow \mathbb{R}$. Such a function is injective iff every horizontal line intersects its graph in at most one point. Describe a similar characterization for surjection.

If the domain or codomain of a function $f: A \rightarrow B$ is not a subset of $\mathbb{R}$, we may visualize $f$ by a diagram as in Figure 3. We think of $f$ as transforming its domain $A$ into its range in $B$. We may even draw arrows from a few points in its domain to their images in $B$ to illustrate its behavior. We often use this kind of geometrical picture even when $A$ and $B$ are not subsets of the plane.


Figure $3 \quad f: A \rightarrow B$
3.12 PRACTICE Consider the four functions pictured in Figure 4. For each function, the domain and codomain are sets consisting of two or three points as indicated. Classify each function as being surjective, injective, bijective, or none of these.


Figure 4 Function properties

## Functions Acting on Sets

When thinking of a function as transforming its domain into its range, we may wish to consider what happens to certain subsets of the domain. Or we may wish to identify the set of all points in the domain that are mapped into a particular subset of the range. To do this we use the following notation:
3.13 NOTATION Suppose that $f: A \rightarrow B$. If $C \subseteq A$, we let $f(C)$ represent the subset $\{f(x): x \in C\}$ of $B$. The set $f(C)$ is called the image of $C$ in $B$. If $D \subseteq B$, we let $f^{-1}(D)$ represent the subset $\{x \in A: f(x) \in D\}$ of $A$. The set $f^{-1}(D)$ is called the pre-image of $D$ in $A$ or $f$ inverse of $D$. (See Figure 5.)


Figure 5 Images and pre-images
Before illustrating these ideas with an example, we should comment that the symbol $f^{-1}$ is not to be thought of as an inverse function applied to points in the range of $f$. In particular, given a point $y$ in $B$ it makes no sense to talk about $f^{-1}(y)$ as a point in $A$, since there may be several points in $A$ that are mapped to $y$. We shall see a bit later how this idea can be made meaningful in some cases; but for now we can apply $f^{-1}$ only to a subset of $B$, and by so doing we obtain a subset of $A$.
3.14 EXAMPLE Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be given by $f(x)=x^{2}$. Then the following hold.

$$
\begin{aligned}
& \text { If } C_{1}=[0,2] \text {, then } f\left(C_{1}\right)=[0,4] . \\
& \text { If } C_{2}=[-1,2] \text {, then } f\left(C_{2}\right)=[0,4] . \\
& \text { If } C_{3}=[-3,-2] \cup[1,2] \text {, then } f\left(C_{3}\right)=[1,9] . \\
& \text { If } D_{1}=[0,4] \text {, then } f^{-1}\left(D_{1}\right)=[-2,2] . \\
& \text { If } D_{2}=[-5,4] \text {, then } f^{-1}\left(D_{2}\right)=[-2,2] . \\
& \text { If } D_{3}=[1,4] \text {, then } f^{-1}\left(D_{3}\right)=[-2,-1] \cup[1,2] .
\end{aligned}
$$

3.15 PRACTICE Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be given by $f(x)=\sin x$. Find the following sets:
(a) $f([0, \pi])$
(b) $f([0,8 \pi])$
(c) $f^{-1}([-\pi, \pi])$

Given a function $f: A \rightarrow B$, there are many relationships that hold between the images and pre-images of subsets of $A$ and $B$. For example, suppose that we start with a subset $C$ of $A$. If we map $C$ onto $f(C)$ and then bring it back to $f^{-1}(f(C))$, do we always end up with $C$ again? The answer is no, in general, but $f^{-1}(f(C))$ always contains $C$. In the following theorem we state a number of relationships like this that apply to images and preimages. The proofs are all straightforward and provide a good opportunity for you to practice your skills at writing proofs. Thus we sketch only two of the proofs and leave the others for the exercises.
3.16 THEOREM Suppose that $f: A \rightarrow B$. Let $C, C_{1}$, and $C_{2}$ be subsets of $A$ and let $D, D_{1}$, and $D_{2}$ be subsets of $B$. Then the following hold:
(a) $C \subseteq f^{-1}[f(C)]$
(b) $f\left[f^{-1}(D)\right] \subseteq D$
(c) $f\left(C_{1} \cap C_{2}\right) \subseteq f\left(C_{1}\right) \cap f\left(C_{2}\right)$
(d) $f\left(C_{1} \cup C_{2}\right)=f\left(C_{1}\right) \cup f\left(C_{2}\right)$
(e) $f^{-1}\left(D_{1} \cap D_{2}\right)=f^{-1}\left(D_{1}\right) \cap f^{-1}\left(D_{2}\right)$
(f) $f^{-1}\left(D_{1} \cup D_{2}\right)=f^{-1}\left(D_{1}\right) \cup f^{-1}\left(D_{2}\right)$
(g) $f^{-1}(B \backslash D)=A \backslash f^{-1}(D)$
3.17 PRACTICE Complete the proofs of the following parts of Theorem 3.16.
(c) Let $y \in f\left(C_{1} \cap C_{2}\right)$. Then there exists a point $x$ in $C_{1} \cap C_{2}$ such that . Since $x \in C_{1} \cap C_{2}, x \in$ $\qquad$ and $x \in$ $\qquad$ . But then $f(x) \in$ $\qquad$ and $f(x) \in$ $\qquad$ , so $y=f(x) \in$ $\qquad$
(f) Let $x \in f^{-1}\left(D_{1} \cup D_{2}\right)$. Then $f(x) \in \quad$, so $f(x) \in D_{1}$ or $f(x) \in D_{2}$. If $f(x) \in D_{1}$, then $x \in$ $\qquad$ . If $f(x) \in D_{2}$, then
$\qquad$ . In either case, $x \in f^{-1}\left(D_{1}\right) \cup f^{-1}\left(D_{2}\right)$.
Conversely, suppose $x \in$ $\qquad$ . Then $x \in f^{-1}\left(D_{1}\right)$ or $x \in f^{-1}\left(D_{2}\right)$. If $x \in f^{-1}\left(D_{1}\right)$, then $f(x) \in$ $\qquad$ . If $x \in f^{-1}\left(D_{2}\right)$, then $\qquad$ . In either case, $f(x) \in D_{1} \cup D_{2}$, so that $x \in$
$\qquad$ .

To see that equality may not hold in Theorem 3.16 (a) and (c), consider the following situation:

Given $f: A \rightarrow B$, suppose $C_{1}$ and $C_{2}$ are nonempty subsets of $A$ such that $C_{1} \cap C_{2}=\varnothing$ and $f\left(C_{1}\right)=f\left(C_{2}\right)$. Then $f^{-1}\left[f\left(C_{1}\right)\right]=C_{1} \cup C_{2}$, and this is larger than $C_{1}$. (See Figure 6.) This shows that equality does not hold in part (a) of Theorem 3.16.

Furthermore, since $C_{1} \cap C_{2}=\varnothing$, we have $f\left(C_{1} \cap C_{2}\right)=\varnothing$. But $f\left(C_{1}\right) \cap f\left(C_{2}\right)=f\left(C_{1}\right) \neq \varnothing$, so equality does not hold in part (c) either.


Figure $6 f^{-1}\left[f\left(C_{1}\right)\right] \neq C_{1}$ and $f\left(C_{1}\right) \cap f\left(C_{2}\right)=f\left(C_{1}\right) \neq f\left(C_{1} \cap C_{2}\right)$
While Theorem 3.16 states the strongest results that hold in general, if we apply certain restrictions on the functions involved, then the containment symbols in parts (a), (b), and (c) may be replaced by equality.
3.18 THEOREM Suppose that $f: A \rightarrow B$. Let $C, C_{1}$, and $C_{2}$ be subsets of $A$ and let $D$ be a subset of $B$. Then the following hold:
(a) If $f$ is injective, then $f^{-1}[f(C)]=C$.
(b) If $f$ is surjective, then $f\left[f^{-1}(D)\right]=D$.
(c) If $f$ is injective, then $f\left(C_{1} \cap C_{2}\right)=f\left(C_{1}\right) \cap f\left(C_{2}\right)$.

Proof: Parts (a) and (b) are left to the exercises. To prove (c) we have only to show that $f\left(C_{1}\right) \cap f\left(C_{2}\right) \subseteq f\left(C_{1} \cap C_{2}\right)$, since the converse inclusion is Theorem 3.16(c). To this end, let $y \in f\left(C_{1}\right) \cap f\left(C_{2}\right)$. Then $y \in f\left(C_{1}\right)$ and $y \in f\left(C_{2}\right)$. It follows that there exists a point $x_{1}$ in $C_{1}$ such that $f\left(x_{1}\right)=y$. Similarly, there exists a point $x_{2}$ in $C_{2}$ such that $f\left(x_{2}\right)=y$. Since $f$ is injective and $f\left(x_{1}\right)=y=f\left(x_{2}\right)$, we must have $x_{1}=x_{2}$. That is, $x_{1} \in C_{1} \cap C_{2}$. But then $y=f\left(x_{1}\right) \in f\left(C_{1} \cap C_{2}\right)$.

## Composition of Functions

If $f$ and $g$ are functions with $f: A \rightarrow B$ and $g: B \rightarrow C$, then for any $a \in A$, $f(a) \in B$. But $B$ is the domain of $g$, so $g$ can be applied to $f(a)$. This yields $g(f(a))$, an element of $C$. (See Figure 7.) Thus we have established a correspondence between $a$ in $A$ and $g(f(a))$ in $C$. This correspondence is
called the composition function of $f$ and $g$ and is denoted by $g \circ f$ (read " $g$ of $f$ "). It defines a function $g \circ f: A \rightarrow C$ given by

$$
(g \circ f)(a)=g(f(a)) \text { for all } a \in A
$$

In terms of ordered pairs we have

$$
g \circ f=\{(a, c) \in A \times C: \exists b \in B \ni(a, b) \in f \text { and }(b, c) \in g\}
$$



Figure 7 The composition of $f$ and $g$
3.19 PRACTICE Find an example to show that the composition of two functions need not be commutative. That is, $g \circ f \neq f \circ g$.

Since the composition of two functions is not commutative, we must be careful about the order in which they are written. Unfortunately, the standard notation almost seems backward. That is, the function $g \circ f$ is evaluated by applying $f$ first and then $g$. This is due to the formula notation

$$
(g \circ f)(x)=g(f(x))
$$

in which we evaluate "from the inside out" instead of "left to right."
Fortunately, the composition of functions is associative. This is easy to show and is left as an exercise. (See Exercise 24.) It is also true that composition preserves the properties of being surjective or injective.
3.20 THEOREM Let $f: A \rightarrow B$ and $g: B \rightarrow C$. Then
(a) If $f$ and $g$ are surjective, then $g \circ f$ is surjective.
(b) If $f$ and $g$ are injective, then $g \circ f$ is injective.
(c) If $f$ and $g$ are bijective, then $g \circ f$ is bijective.

Proof: (a) Since $g$ is surjective, $\operatorname{rng} g=C$. That is, for any $c \in C$, there exists $b \in B$ such that $g(b)=c$. Now since $f$ is surjective, there exists $a \in A$ such that $f(a)=b$. But then $(g \circ f)(a)=g(f(a))=$ $g(b)=c$, so $g \circ f$ is surjective.
(b) See Exercise 19.
(c) Follows from parts (a) and (b).

## Inverse Functions

Given a function $f: A \rightarrow B$, we have seen how $f$ determines a relationship between subsets of $B$ and subsets of $A$. That is, given $D \subseteq B$, we have the pre-image $f^{-1}(D)$ in $A$. We would like to be able to extend this idea so that $f^{-1}$ can be applied to a point in $B$ to obtain a point in $A$. That is, suppose $D=\{y\}$, where $y \in B$. There are two things that can prevent $f^{-1}(D)$ from being a point in $A$ : It may be that $f^{-1}(D)$ is empty, and it may be that $f^{-1}(D)$ contains several points instead of just one.
3.21 PRACTICE Given $f: A \rightarrow B$ and $y \in B$, under what conditions on $f$ can we assert that there exists an $x$ in $A$ such that $f(x)=y$ ?
3.22 PRACTICE Given $f: A \rightarrow B$ and $y \in B$, under what conditions on $f$ can we assert that there exists a unique $x$ in $A$ such that $f(x)=y$ ?

Given a bijection $f: A \rightarrow B$, we see that each $y$ in $B$ corresponds to exactly one $x$ in $A$, the unique $x$ such that $f(x)=y$. This correspondence defines a function from $B$ into $A$ called the inverse of $f$ and denoted $f^{-1}$. (See Figure 8.) Thus $x=f^{-1}(y)$.
3.23 DEFINITION Let $f: A \rightarrow B$ be bijective. The inverse function of $f$ is the function $f^{-1}$ given by

$$
f^{-1}=\{(y, x) \in B \times A:(x, y) \in f\} .
$$



Figure 8 The inverse function of $f$

If $f: A \rightarrow B$ is bijective, then it follows that $f^{-1}: B \rightarrow A$ is also bijective. Indeed, since dom $f=A$ and $\operatorname{rng} f=B$, we have $\operatorname{dom} f^{-1}=B$ and $\operatorname{rng} f^{-1}=A$. Thus $f^{-1}$ is a mapping from $B$ onto $A$. Since $f$ is a function, a given $x$ in $A$ can correspond to only one $y$ in $B$. This means that $f^{-1}$ is injective, and hence bijective.

When $f$ is followed by $f^{-1}$, the effect is to map $x$ in $A$ onto $f(x)$ in $B$ and then back to $x$ in $A$. That is, $\left(f^{-1} \circ f\right)(x)=x$, for every $x \in A$. A function defined on a set $A$ that maps each element in $A$ onto itself is called the identity function on $A$, and is denoted by $i_{A}$. Thus we can say that $f^{-1} \circ f=$ $i_{A}$. Furthermore, if $f(x)=y$, then $x=f^{-1}(y)$, so that

$$
\left(f \circ f^{-1}\right)(y)=f\left(f^{-1}(y)\right)=f(x)=y
$$

Thus $f \circ f^{-1}=i_{B}$.
We summarize these results in the following theorem.
3.24 THEOREM Let $f: A \rightarrow B$ be bijective. Then
(a) $f^{-1}: B \rightarrow A$ is bijective,
(b) $f^{-1} \circ f=i_{A}$ and $f \circ f^{-1}=i_{B}$.
3.25 EXAMPLE Define $f: \mathbb{R} \rightarrow[0, \infty)$ by the formula $f(x)=x^{2}$. Then $f$ is not injective since, for example, $f(3)=9=f(-3)$. Thus $f$ does not have an inverse. If, however, we restrict the domain of $f$ to just $[0, \infty)$, then the new function $h:[0, \infty) \rightarrow[0, \infty)$ given by $h(x)=x^{2}$ is injective. Indeed, if $h(a)=h(b)$ so that $a^{2}=b^{2}$, then $a^{2}-b^{2}=0$. But then $(a-b)(a+b)=0$, so that $a=b$ or $a=-b$. Since both $a$ and $b$ are nonnegative, the possibility of $a=-b$ must be ruled out (unless $a=b=0$ ). Thus $a=b$, and $h$ is injective.

Furthermore, since each nonnegative number is the square of some nonnegative number, $h$ is bijective. Thus $h$ has an inverse function, usually called the positive square-root function, and we write $h^{-1}(y)=\sqrt{y}$.
3.26 PRACTICE Define $f:(-\infty, 0] \rightarrow[0, \infty)$ by $f(x)=x^{2}$. Observe that $f$ is bijective. Describe $f^{-1}$ by a formula.
3.27 EXAMPLE $\quad$ Define $f:[0, \infty) \rightarrow \mathbb{R}$ by $f(x)=x^{2}+1$ and $g(x):[1, \infty) \rightarrow \mathbb{R}$ by $g(x)=\sqrt{x-1}$. Then

$$
f(g(x))=(\sqrt{x-1})^{2}+1=(x-1)+1=x \quad \text { for all } x \in[1, \infty)
$$

and

$$
g(f(x))=\sqrt{\left(x^{2}+1\right)-1}=\sqrt{x^{2}}=x \quad \text { for all } x \in[0, \infty)
$$

Thus $g$ is the inverse function of $f$. The graphs of $f$ and $g$ are shown in Figure 9. Note that the graph of $g=f^{-1}$ is a reflection of the graph of $f$ in the line $y=x$. This follows in general from the observation that $(a, b) \in f$ iff $(b, a) \in f^{-1}$.


Figure 9 Inverse functions

We are now in a position to prove the main result that relates inverse functions and composition. (See Figure 10.) It will be of particular use to us when we study infinite sets. The proof is based on the original definition of a function as a collection of ordered pairs and the observation that for a bijection $f,(a, b) \in f$ iff $(b, a) \in f^{-1}$.
3.28 THEOREM Let $f: A \rightarrow B$ and $g: B \rightarrow C$ be bijective. Then the composition $g \circ f: A \rightarrow C$ is bijective and $(g \circ f)^{-1}=f^{-1} \circ g^{-1}$.

Proof: We know from Theorem 3.20 that $g \circ f$ is bijective, so $g \circ f$ has an inverse denoted by $(g \circ f)^{-1}$, and this inverse maps $C$ onto $A$.

We are asked to verify the equality of the two functions $(g \circ f)^{-1}$ and $f^{-1} \circ g^{-1}$, as sets of ordered pairs. To this end, suppose $(c, a) \in(g \circ f)^{-1}$. By the definition of an inverse function, this means $(a, c) \in g \circ f$. The definition of composition implies that

$$
\exists b \in B \text { such that }(a, b) \in f \text { and }(b, c) \in g .
$$

Since $f$ and $g$ are bijective, this means that

$$
(b, a) \in f^{-1} \text { and }(c, b) \in g^{-1}
$$

That is, $f^{-1}(b)=a$ and $g^{-1}(c)=b$. But then,

$$
\left(f^{-1} \circ g^{-1}\right)(c)=f^{-1}\left(g^{-1}(c)\right)=f^{-1}(b)=a
$$

so that $(c, a) \in\left(f^{-1} \circ g^{-1}\right)$ and $(g \circ f)^{-1} \subseteq\left(f^{-1} \circ g^{-1}\right)$.
The reverse set inclusion is Exercise 31.


Figure 10 The inverse of the composition of $f$ and $g$

## Review of Key Terms in Section 3

| Domain of $f=\operatorname{dom} f$ | Surjective | Pre-image of a set |
| :--- | :--- | :--- |
| Range of $f=\operatorname{rng} f$ | Injective | Composition of functions |
| Codomain | Bijective | Inverse function |
| Function from $A$ to $B$ | Image of a set | Identity function |

## ANSWERS TO PRACTICE PROBLEMS

3.2 Part (a) is not a function, since 2 is related to both 6 and 8. Part (b) is not a function from $A$ into $B$, since 2 in $A$ is not related to anything in $B$. Parts (c) and (d) are both functions from $A$ into $B$.
3.9 There are two possibilities for $\chi_{S}$ to be injective. Either $A$ must consist of only two elements and exactly one of these elements is in $S$, or $A$ must have only one member.
3.11 A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is surjective iff every horizontal line intersects its graph in at least one point.
3.12
(a) injective only
(b) neither surjective nor injective
(c) surjective only
(d) bijective
3.15 (a) $[0,1]$; (b) $[-1,1]$; (c) $\mathbb{R}$. Note that $[-\pi, \pi]$ is in the codomain of $f$. Its pre-image is the same as the pre-image of $[-1,1]$.
3.17 (c) Let $y \in f\left(C_{1} \cap C_{2}\right)$. Then there exists a point $x$ in $\left(C_{1} \cap C_{2}\right)$ such that $\underline{f(x)=y}$. Since $x \in C_{1} \cap C_{2}, x \in C_{1}$ and $x \in C_{2}$. But then $f(x) \in$ $\underline{f\left(C_{1}\right)}$ and $f(x) \in \underline{f\left(C_{2}\right)}$, so $y=f(x) \in \underline{f\left(C_{1}\right) \cap f\left(C_{2}\right)}$.
(f) Let $x \in f^{-1}\left(D_{1} \cup D_{2}\right)$. Then $f(x) \in D_{1} \cup D_{2}$, so $f(x) \in D_{1}$ or $f(x) \in D_{2}$. If $f(x) \in D_{1}$, then $x \in \underline{f^{-1}\left(D_{1}\right)}$. If $f(x) \in D_{2}$, then $x \in f^{-1}\left(D_{2}\right)$. In either case, $x \in f^{-1}\left(D_{1}\right) \cup f^{-1}\left(D_{2}\right)$.

Conversely, suppose $x \in f^{-1}\left(D_{1}\right) \cup f^{-1}\left(D_{2}\right)$. Then $x \in f^{-1}\left(D_{1}\right)$ or $x \in f^{-1}\left(D_{2}\right)$. If $x \in f^{-1}\left(D_{1}\right)$, then $f(x) \in D_{1}$. If $x \in f^{-1}\left(D_{2}\right)$, then $f(x) \in D_{2}$. In either case, $f(x) \in D_{1} \cup D_{2}$, so that $x \in$ $\underline{f^{-1}\left(\overline{\left.D_{1} \cup D_{2}\right)}\right.}$
3.19 There are many possible examples. A simple one is to define $f$ by $f(x)=x^{2}$ and $g$ by $g(x)=x+1$. Then $(g \circ f)(x)=x^{2}+1$ but $(f \circ g)(x)=(x+1)^{2}$.
3.21 $f$ must be surjective so that $\operatorname{rng} f=B$.
3.22 $f$ must be surjective to ensure that there is some $x$, and $f$ must be injective to ensure that there is only one. Thus $f$ must be bijective.

$$
f^{-1}(y)=-\sqrt{y}
$$

## 3 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) A function from $A$ to $B$ is a nonempty relation $f \subseteq A \times B$ such that if $(a, b) \in f$ and $(a, c) \in f$, then $b=c$.
(b) If $f$ is a function, then the notation $y=f(x)$ means $(x, y) \in f$.
(c) A function $f: A \rightarrow B$ is injective if for all $a$ and $a^{\prime}$ in $A, f(a)=f\left(a^{\prime}\right)$ implies that $a=a^{\prime}$.
(d) If $f: A \rightarrow B$, then $A$ is the domain of $f$ and $B$ is the range of $f$.
(e) A function $f: A \rightarrow B$ is surjective if $\operatorname{dom} f=A$.
(f) A function $f: A \rightarrow B$ is bijective if it is one-to-one and maps $A$ onto $B$.
2. Mark each statement True or False. Justify each answer.
(a) If $f: A \rightarrow B$ and $C$ is a nonempty subset of $A$, then $f(C)$ is a nonempty subset of $B$.
(b) If $f: A \rightarrow B$ is surjective and $y \in B$, then $f^{-1}(y) \in A$.
(c) If $f: A \rightarrow B$ and $D$ is a nonempty subset of $B$, then $f^{-1}(D)$ is a nonempty subset of $A$.
(d) The composition of two surjective functions is always surjective.
(e) If $f: A \rightarrow B$ is bijective, then $f^{-1}: B \rightarrow A$ is bijective.
(f) The identity function maps $\mathbb{R}$ onto $\{1\}$.
3. Find the range of each function $f: \mathbb{R} \rightarrow \mathbb{R}$.
(a) $f(x)=x^{2}+2$ 之
(b) $f(x)=(x-2)^{2}+4$
(c) $f(x)=x^{2}+6 x+4$ औ
(d) $f(x)=5 \cos 4 x$
4. Find all possible functions $f: A \rightarrow B$ in each case below. Describe the functions by listing their ordered pairs.
(a) $A=\{1,2,3\}$ and $B=\{5\}$
(b) $A=\{4\}$ and $B=\{5,6\}$
(c) $A=\{1,2\}$ and $B=\{5,6\}$
5. (a) Suppose that $A$ has exactly two elements and $B$ has exactly three. How many different functions are there from $A$ to $B$ ? How many of these are injective? How many are surjective? is
(b) Suppose that $A$ has exactly three elements and $B$ has exactly two. How many different functions are there from $A$ to $B$ ? How many of these are injective? How many are surjective?
(c) Suppose that $A$ has exactly $m$ elements and $B$ has exactly $n$ elements (where $m, n \in \mathbb{N}$ ). How many different functions are there from $A$ to $B$ ?
6. Let $A \subseteq \mathbb{R}$ and define $f: A \rightarrow \mathbb{R}$ as given below. In each case describe a set $A$ so that $f$ is injective on $A$. Make $A$ as large as possible.
(a) $f(x)=(x-5)^{2}+2$
(b) $f(x)=|2 x+1|$
(c) $f(x)=\sin x$
7. Classify each function as injective, surjective, bijective, or none of these.
(a) $f: \mathbb{N} \rightarrow \mathbb{N}$ defined by $f(n)=n+3$ ثs
(b) $f: \mathbb{Z} \rightarrow \mathbb{Z}$ defined by $f(n)=n-5$
(c) $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by $f(x)=x^{3}-x$ is
(d) $f:[1, \infty) \rightarrow[0, \infty)$ defined by $f(x)=x^{3}-x$
(e) $f: \mathbb{N} \rightarrow \mathbb{Z}$ defined by $f(n)=n^{2}-n$
(f) $f:[3, \infty) \rightarrow[5, \infty)$ defined by $f(x)=(x-3)^{2}+5$
(g) $f: \mathbb{N} \rightarrow \mathbb{Q}$ defined by $f(n)=1 / n$
8. (a) Let $S$ be the set of all circles in the plane. Define $f: S \rightarrow[0, \infty)$ by $f(C)=$ the area of $C$, for all $C \in S$. Is $f$ injective? Is $f$ surjective?
(b) Let $T$ be the set of all circles in the plane that are centered at the origin. Define $g: T \rightarrow[0, \infty)$ by $g(C)=$ the area of $C$, for all $C \in T$. Is $g$ injective? Is $g$ surjective?
9. Consider the following theorem:

The function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by $f(x)=5 x+3$ is injective.
Indicate what, if anything, is wrong with each of the following "proofs."

(a) Let $x_{1}, x_{2} \in \mathbb{R}$ and suppose $x_{1}=x_{2}$. Then $5 x_{1}=5 x_{2}$ and $5 x_{1}+3=5 x_{2}+3$, so $f\left(x_{1}\right)=f\left(x_{2}\right)$. Thus $f$ is injective. |  |
| ---: | :--- |

(b) Let $x_{1}, x_{2} \in \mathbb{R}$ and suppose $f\left(x_{1}\right)=f\left(x_{2}\right)$. We must prove that $x_{1}=x_{2}$. Now $f\left(x_{1}\right)=5 x_{1}+3$ and $f\left(x_{2}\right)=5 x_{2}+3$. Since $x_{1}=x_{2}$, we have $5 x_{1}+3=$ $5 x_{2}+3$. It follows that $5 x_{1}=5 x_{2}$ and $x_{1}=x_{2}$. Thus $f$ is injective.
(c) Let $x_{1}, x_{2} \in \mathbb{R}$ and suppose $x_{1} \neq x_{2}$. Then $5 x_{1} \neq 5 x_{2}$ and $5 x_{1}+3 \neq$ $5 x_{2}+3$, so $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. It follows that $x_{1}=x_{2}$ whenever $f\left(x_{1}\right)=f\left(x_{2}\right)$, and $f$ is injective.
(d) Let $x_{1}, x_{2} \in \mathbb{R}$ and suppose $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. Thus $5 x_{1}+3 \neq 5 x_{2}+3$ and $5 x_{1} \neq 5 x_{2}$, so $x_{1} \neq x_{2}$. It follows that $f\left(x_{1}\right)=f\left(x_{2}\right)$ only if $x_{1}=x_{2}$, and $f$ is injective.
(e) We have $f(1)=8$ and $f(2)=13$, so if $x_{1} \neq x_{2}$, then $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. It follows that $f$ is injective.
(f) Let $x_{1}, x_{2} \in \mathbb{R}$ and suppose $f\left(x_{1}\right)=f\left(x_{2}\right)$. Then $5 x_{1}+3=5 x_{2}+3$ and $5 x_{1}=5 x_{2}$, so $x_{1}=x_{2}$. Thus $f$ is injective.
10. In each part, find a function $f: \mathbb{N} \rightarrow \mathbb{N}$ that has the desired properties.
(a) surjective, but not injective
(b) injective, but not surjective
(c) neither surjective nor injective
(d) bijective
11. Suppose $f: S \rightarrow S$ for some set $S$. Prove the following.
(a) If $f \circ f$ is injective, then $f$ is injective. $\begin{gathered} \\ \\ \end{gathered}$
(b) If $f \circ f$ is surjective, then $f$ is surjective.
12. Given $f: \mathbb{R} \rightarrow \mathbb{R}$ and $g: \mathbb{R} \rightarrow \mathbb{R}$, we define the sum $f+g$ by $(f+g)(x)=$ $f(x)+g(x)$ and the product $f g$ by $(f g)(x)=f(x) \cdot g(x)$ for all $x \in \mathbb{R}$. Find counterexamples for the following.
(a) If $f$ and $g$ are bijective, then the sum $f+g$ is bijective.
(b) If $f$ and $g$ are bijective, then the product $f g$ is bijective.
13. Consider the function $f: A \rightarrow B$ illustrated in Figure 11.
(a) Find $f(S)$, where $S=\{2,3,4,5\}$.
(b) Find $f^{-1}(T)$, where $T=\{a, b, d\}$.


Figure $11 f: A \rightarrow B$
14. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=x^{2}$. Find $f^{-1}(T)$ for each of the following.
(a) $T=\{9\}$
(b) $T=[4,9)$
(c) $T=[-4,9]$
15. Prove parts (a), (b), (d) $\stackrel{\imath}{ }$, (e), and (g) of Theorem 3.16 .
16. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=x^{2}$. Find examples to show that equality does not hold in parts (a), (b), and (c) of Theorem 3.16. For instance, in part (a) find a specific set $C$ such that $C \neq f^{-1}[f(C)]$.
17. Suppose $f: A \rightarrow B$ and $S$ and $T$ are subsets of $A$. Prove or give a counterexample.
(a) If $S \subseteq T$, then $f(S) \subseteq f(T)$.
(b) If $f(S) \subseteq f(T)$, then $S \subseteq T$.
18. Prove parts (a) and (b) of Theorem 3.18 .
19. Prove Theorem 3.20(b). That is, suppose that $f: A \rightarrow B$ and $g: B \rightarrow C$ are both injective. Prove that $g \circ f: A \rightarrow C$ is injective.
20. Suppose that $f: A \rightarrow B$ and suppose that $C \subseteq A$ and $D \subseteq B$.
(a) Prove or give a counterexample: $f(C) \subseteq D$ iff $C \subseteq f^{-1}(D)$.
(b) What condition on $f$ will ensure that $f(C)=D$ iff $C=f^{-1}(D)$ ? Prove your answer.
21. Suppose that $f: A \rightarrow B$ and let $C$ be a subset of $A$.
(a) Prove or give a counterexample: $f(A \backslash C) \subseteq f(A) \backslash f(C)$.
(b) Prove or give a counterexample: $f(A) \backslash f(C) \subseteq f(A \backslash C)$.
(c) What condition on $f$ will ensure that $f(A \backslash C)=f(A) \backslash f(C)$ ? Prove your answer. is
(d) What condition on $f$ will ensure that $f(A \backslash C)=B \backslash f(C)$ ? Prove your answer.
22. Let $A=\{1,2,3\}$ and $B=\{a, b, c\}$. Define the functions

$$
f=\{(1, a),(2, b),(3, a)\} \quad \text { and } \quad g=\{(a, 1),(b, 3),(c, 2)\}
$$

Describe each of the following functions by listing its ordered pairs. Then state its range.
(a) $g^{-1}$
(b) $f \circ g$
(c) $g \circ f$
(d) $f \circ g \circ f$
23. Given two functions $f$ and $g$, prove that $f=g$ iff $\operatorname{dom} f=\operatorname{dom} g$ and for every $x \in \operatorname{dom} f, f(x)=g(x)$. is
24. Suppose that $f: A \rightarrow B, g: B \rightarrow C$, and $h: C \rightarrow D$. Prove that $h \circ(g \circ f)=$ $(h \circ g) \circ f$.

25. Let $f: A \rightarrow B$ and $g: B \rightarrow C$. Using the ordered pair definition of the composition $g \circ f$, prove that $g \circ f$ is a function and that $g \circ f: A \rightarrow C$. |  |
| :---: |
26. Find an example of functions $f: A \rightarrow B$ and $g: B \rightarrow C$ such that $f$ and $g \circ f$ are both injective, but $g$ is not injective.
27. Find an example of functions $f: A \rightarrow B$ and $g: B \rightarrow C$ such that $g$ and $g \circ f$ are both surjective, but $f$ is not surjective.
28. Find an example of functions $f: A \rightarrow B$ and $g: B \rightarrow C$ such that $g \circ f$ is bijective, but neither $f$ nor $g$ is bijective.
29. Let $f: A \rightarrow B$ and suppose that there exists a function $g: B \rightarrow A$ such that $g \circ f=i_{A}$ and $f \circ g=i_{B}$.
(a) Prove that $f$ is bijective.
(b) Prove that $g=f^{-1}$. is
30. Suppose that $g: A \rightarrow C$ and $h: B \rightarrow C$. Prove that if $h$ is bijective, then there exists a function $f: A \rightarrow B$ such that $g=h \circ f$. Hint: Draw a picture.
31. Finish the proof of Theorem 3.28.
*32. Suppose that $f: A \rightarrow B$ is any function. Then a function $g: B \rightarrow A$ is called a
left inverse for $f$ if $g(f(x))=x$ for all $x \in A$,
right inverse for $f$ if $f(g(y))=y$ for all $y \in B$.
(a) Prove that $f$ has a left inverse iff $f$ is injective.
(b) Prove that $f$ has a right inverse iff $f$ is surjective.
32. Let $S$ be a nonempty set and let $\mathscr{F}$ be the set of all functions that map $S$ into $S$. Suppose that for every $f$ and $g$ in $\mathscr{F}$ we have

$$
(f \circ g)(x)=(g \circ f)(x) \text { for all } x \in S
$$

Prove that $S$ has only one element. is
34. Suppose that $f: A \rightarrow B$. Define a relation R on $A$ by $x \mathrm{R} y$ iff $f(x)=f(y)$.
(a) Prove that R is an equivalence relation on $A$.
(b) For any $x \in A$, let $E_{x}$ be the equivalence class of $x$. That is,

$$
E_{x}=\{y \in A: y \mathrm{R} x\} .
$$

Let $E$ be the collection of all equivalence classes. That is,

$$
E=\left\{E_{x}: x \in A\right\}
$$

Prove that the function $g: A \rightarrow E$ defined by $g(x)=E_{x}$ is surjective.
(c) Prove that the function $h: E \rightarrow B$ defined by $h\left(E_{x}\right)=f(x)$ is injective.
(d) Prove that $f=h \circ g$. [That is, $f(x)=h(g(x))$ for all $x \in A$.] Thus we conclude that any function can be written as the composition of a surjective function and an injective function.
(e) Let $A$ be the set of all students in the school. Define $f: A \rightarrow[0,200]$ by " $f(x)$ is the age of $x$." Describe the functions $h$ and $g$ as given above.

## Section 4 CARDINALITY

How can we compare the sizes of two sets? If $S=\left\{x \in \mathbb{R}: x^{2}=9\right\}$, then $S=\{-3,3\}$ and we say that $S$ has two elements. If $T=\{1,7,11\}$, then $T$ has three elements and we think of $T$ as being "larger" than $S$. These intuitive ideas are fine for small (finite) sets, but how can we compare the size of (infinite) sets like $\mathbb{N}$ or $\mathbb{R}$ ?

We shall begin by deciding what it means for two sets to be the same size and then approach the question of comparing size. Certainly, it is reasonable to say that two sets $S$ and $T$ are the same size if there is a bijective function $f: S \rightarrow T$, for this function will set up a one-to-one correspondence between the elements of each set.
4.1 DEFINITION Two sets $S$ and $T$ are called equinumerous, and we write $S \sim T$, if there exists a bijective function from $S$ onto $T .^{\dagger}$
4.2 PRACTICE If $\mathscr{F}$ is a family of sets, then the concept of being equinumerous is a relation on $\mathscr{F}$ Show that " $\sim$ " is an equivalence relation in the sense of Definition 2.9.

## Cardinal Numbers

Since " $\sim$ " is an equivalence relation, it partitions any family of sets into disjoint equivalence classes. With each equivalence class we associate a cardinal number that we think of as giving the size of the set. Technically, a cardinal number is sometimes defined to be an equivalence class determined by the relation $\sim$. But this raises questions about what sets to include in the family $\mathscr{F}$ on which $\sim$ is defined. Since we wish to avoid these complications, it will be simpler merely to associate a cardinal number with each equivalence class. This leaves the question "What is a cardinal number?" unanswered, but it will be adequate for our purposes. Given any two sets, it makes sense to ask if they have the same cardinal number. They will if and only if they are equinumerous.

Using the concept of two sets being equinumerous, we can classify sets according to size.
4.3 DEFINITION A set $S$ is said to be finite if $S=\varnothing$ or if there exists $\mathrm{n} \in \mathbb{N}$ and a bijection $f:\{1,2, \ldots, n\} \rightarrow S$. If a set is not finite, it is said to be infinite.

It will be convenient to abbreviate the set $\{1,2, \ldots, n\}$ by $I_{n}$. Thus we can say that $S$ is finite iff $S=\varnothing$ or $S$ is equinumerous with $I_{n}$ for some $n \in \mathbb{N}$.
4.4 DEFINITION The cardinal number of $I_{n}$ is $n$, and if $S \sim I_{n}$, we say that $S$ has $\boldsymbol{n}$ elements. The cardinal number of $\varnothing$ is taken to be 0 . If a cardinal number is not finite, it is called transfinite.
4.5 PRACTICE $\quad$ Suppose $S$ and $T$ are both sets having $n$ elements. Then from Definition 4.3 there exist bijections $f: I_{n} \rightarrow S$ and $g: I_{n} \rightarrow T$. Show that $S$ and $T$ are equinumerous directly by finding a bijection $h: S \rightarrow T$.

[^1]4.6 DEFINITION A set $S$ is said to be denumerable if there exists a bijection $f: \mathbb{N} \rightarrow S$. If a set is finite or denumerable, it is called countable. If a set is not countable, it is uncountable. The cardinal number of a denumerable set is denoted by $\boldsymbol{\aleph}_{0} .^{\dagger}$

In other words, a set is denumerable iff it is equinumerous with the set of natural numbers $\mathbb{N}$. The relationships between the various "sizes" of sets are illustrated in Figure 1.


Figure 1

Since the set $\mathbb{N}$ is not finite, there exists at least one infinite set. ${ }^{\ddagger}$ It is not the case, however, that every infinite set has $\aleph_{0}$ as its cardinal number. That is, not every infinite set is denumerable. It will turn out that there are many different sizes of infinity. Before showing this surprising fact, let us look carefully at some of the properties of countable sets.

## Countable Sets

4.7 EXAMPLE It would seem at first glance that the set $\mathbb{N}$ of natural numbers should be "bigger" than the set $E$ of even natural numbers. Indeed, $E$ is a proper subset of $\mathbb{N}$ and, in fact, it contains only "half" of $\mathbb{N}$. But what is "half" of $\aleph_{0}$ ? Our experience with finite sets is a poor guide here, for $\mathbb{N}$ and $E$ are actually equinumerous! The function $f(n)=2 n$ is a bijection from $\mathbb{N}$ onto $E$, so $E$ also has cardinality $\boldsymbol{\aleph}_{0}$.
4.8 PRACTICE Find a bijection $f: \mathbb{N} \rightarrow \mathbb{Z}$, thereby showing that the set $\mathbb{Z}$ of all integers is also denumerable.
$\dagger$ The symbol $\aleph_{0}$ is read "aleph naught" or "aleph zero." Aleph is the first letter of the Hebrew alphabet.
$\ddagger$ The "obvious" fact that $\mathbb{N}$ is infinite is actually nontrivial to prove. The proof is based on the Dirichlet pigeonhole principle: If $n>m$, then there exists no injection $f: I_{n} \rightarrow I_{m}$. That is, if $n$ pigeons must fit into $m$ pigeonholes with $n>m$, then at least two pigeons will end up in the same hole. The pigeonhole principle in turn depends on the principle of mathematical induction. See Henkin and others (1962), page 125, for a complete proof.

If a nonempty set $S$ is finite, then there exist $n \in \mathbb{N}$ and a bijection $f: I_{n} \rightarrow S$. Using the function $f$, we can count off the members of $S$ as follows: $f(1), f(2), f(3), \ldots, f(n)$. Letting $f(k)=s_{k}$ for $1 \leq k \leq n$, we obtain the more familiar notation $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$. The same kind of counting process is possible for a denumerable set, and this is why both kinds of sets are called countable. For example, if $T$ is denumerable, then there exists a bijection $g: \mathbb{N} \rightarrow T$, and we may write $T=\{g(1), g(2), g(3), \ldots\}$ or $T=\left\{t_{1}, t_{2}, t_{3}, \ldots\right\}$, where $g(n)=t_{n}$.

This ability to list the members of a set as a first, second, third, and so on characterizes countable sets. If the list terminates, then the set is finite. On the other hand, if $t_{1}, t_{2}, t_{3}, \ldots$ is a nonterminating list of the members of $T$ without repetitions, then $T$ is denumerable since the function $g: \mathbb{N} \rightarrow T$ given by $g(n)=t_{n}$ will be bijective.

Our next theorem states the "obvious" fact that any subset of a countable set must itself be countable. While the result is quite intuitive, its proof is not. In fact, the proof depends on the Well-Ordering Property of $\mathbb{N}$. This property states that every nonempty subset of $\mathbb{N}$ has a least member. Since this axiom is also quite intuitive, we shall use it now to prove Theorem 4.9.
4.9 THEOREM Let $S$ be a countable set and let $T \subseteq S$. Then $T$ is countable.

Proof: If $T$ is finite, then we are done. Thus we may assume that $T$ is infinite. This implies (Exercise 6) that $S$ is infinite, so $S$ is denumerable (since it is countable). Therefore, there exists a bijection $f: \mathbb{N} \rightarrow S$ and we can write $S$ as a list of distinct members

$$
S=\left\{s_{1}, s_{2}, s_{3}, \ldots\right\}
$$

where $f(n)=s_{n}$. Now let

$$
A=\left\{n \in \mathbb{N}: s_{n} \in T\right\} .
$$

Since $A$ is a nonempty subset of $\mathbb{N}$, the Well-Ordering Property of $\mathbb{N}$ implies $A$ has a least member, say $a_{1}$. Similarly, the set $A \backslash\left\{a_{1}\right\}$ has a least member, say $a_{2}$. In general, having chosen $a_{1}, \ldots, a_{k}$, let $a_{k+1}$ be the least member in $A \backslash\left\{a_{1}, \ldots, a_{k}\right\}$. Essentially, if we select from our listing of $S$ those terms that are in $T$ and keep them in the same order, then $a_{n}$ is the subscript of the $n$th term in this new list.

Now define a function $g: \mathbb{N} \rightarrow \mathbb{N}$ by $g(n)=a_{n}$. Since $T$ is infinite, $g$ is defined for every $n \in \mathbb{N}$. Since $a_{n+1} \notin\left\{a_{1}, \ldots, a_{n}\right\}, g$ must be injective. Thus the composition $f \circ g$ is also injective. Since each element of $T$ is somewhere in the listing of $S, g(\mathbb{N})$ includes all the subscripts of terms in $T$. Thus $f \circ g$ is a bijection from $\mathbb{N}$ onto $T$ and $T$ is denumerable.

Using Theorem 4.9, we can derive two very useful criteria for determining when a set is countable.

Let $S$ be a nonempty set. The following three conditions are equivalent.
(a) $S$ is countable.
(b) There exists an injection $f: S \rightarrow \mathbb{N}$.
(c) There exists a surjection $g: \mathbb{N} \rightarrow S$.

Proof: Suppose that $S$ is countable. Then there exists a bijection $h: J \rightarrow S$, where $J=I_{n}$ for some $n \in \mathbb{N}$ if $S$ is finite and $J=\mathbb{N}$ if $S$ is denumerable. In either case, $h^{-1}$ is a bijection from $S$ onto $J$ and hence an injection (at least) from $S$ to $\mathbb{N}$. Thus (a) implies (b).

Now suppose that there exists an injection $f: S \rightarrow \mathbb{N}$. Then $f$ is a bijection from $S$ to $f(S)$, so $f^{-1}$ is a bijection from $f(S)$ back to $S$. We use $f^{-1}$ to obtain a function $g$ from all of $\mathbb{N}$ onto $S$ as follows: Let $p$ be any fixed member of $S$. Define $g: \mathbb{N} \rightarrow S$ by

$$
g(n)= \begin{cases}f^{-1}(n), & \text { if } n \in f(S) \\ p, & \text { if } n \notin f(S) .\end{cases}
$$

Then $g[f(S)]=f^{-1}[f(S)]=S$ and $g[\mathbb{N} \backslash f(S)]=\{p\}$, so that $g$ is a surjection from $\mathbb{N}$ onto $S$. Thus (b) implies (c).

Finally, suppose that there exists a surjection $g: \mathbb{N} \rightarrow S$. Define $h: S \rightarrow \mathbb{N}$ by

$$
h(s) \text { is the smallest } n \in \mathbb{N} \text { such that } g(n)=s \text {. }
$$

Then $h$ is an injection from $S$ to $\mathbb{N}$, and hence a bijection from $S$ onto the subset $h(S)$ of $\mathbb{N}$. Since $\mathbb{N}$ is countable, Theorem 4.9 implies that $h(S)$ is countable. Since $S$ and $h(S)$ are equinumerous, $S$ is also countable.
(a) Let $S$ and $T$ be nonempty countable sets. We shall show that $S \cup T$ is countable. Since $S$ and $T$ are countable, Theorem 4.10 implies that there exist surjections $f: \mathbb{N} \rightarrow S$ and $g: \mathbb{N} \rightarrow T$. Define $h: \mathbb{N} \rightarrow S \cup T$ by

$$
h(n)= \begin{cases}f\left(\frac{n+1}{2}\right), & \text { if } n \text { is odd } \\ g\left(\frac{n}{2}\right), & \text { if } n \text { is even. }\end{cases}
$$

(See Figure 2.) Then $h$ is surjective, so $S \cup T$ is countable. Notice how the use of Theorem 4.10 allowed us to consider both the finite and denumerable cases at the same time. It also meant that we did not need to assume that $S$ and $T$ are disjoint. [If $S \cap T \neq \varnothing$, then $f(m)=g(n)$ for some $m \neq n$. In this case $h$ will not be injective, even if both $f$ and $g$ are.]


Figure $2 S \cup T$ is countable.
(b) Recall that every natural number can be written as a product of primes, and this representation is unique except for the order of the factors. For example, $12=2^{2} \cdot 3$. Using this fact and Theorem 4.10, we can show that the Cartesian product of two countable sets is countable. Suppose that $S$ and $T$ are nonempty countable sets. Then there exist injections $f: S \rightarrow \mathbb{N}$ and $g: T \rightarrow \mathbb{N}$. Define $h: S \times T \rightarrow \mathbb{N}$ by

$$
h(s, t)=2^{f(s)} \cdot 3^{g(t)}, \quad \text { where } s \in S \text { and } t \in T .
$$

We claim that $h$ is injective. Indeed, if $h(s, t)=h(u, v)$, then

$$
2^{f(s)} \cdot 3^{g(t)}=2^{f(u)} \cdot 3^{g(v)} .
$$

Since the prime factored form of a number is unique, we have $f(s)=f(u)$ and $g(t)=g(v)$. Finally, since $f$ and $g$ are injective, this implies that $s=u$ and $t=v$. This means that $h$ is injective, and we conclude (by Theorem 4.10 again) that $S \times T$ is countable.
(c) Following the approach used in the preceding example, we can show that the set $\mathbb{Q}$ of rational numbers is countable. To begin with, let $\mathbb{Q}^{+}$and $\mathbb{Q}^{-}$ be the set of positive rationals and negative rationals, respectively. We first show that $\mathbb{Q}^{+}$is countable. Any member of $\mathbb{Q}^{+}$can be written uniquely as $m / n$, where $m, n \in \mathbb{N}$, and $m$ and $n$ are relatively prime (have no common prime divisors). Define $f: \mathbb{Q}^{+} \rightarrow \mathbb{N}$ by

$$
f(m / n)=2^{m} \cdot 3^{n}
$$

Then $f$ is injective as in the previous example, so $\mathbb{Q}^{+}$is countable by Theorem 4.10. The mapping $g: \mathbb{Q}^{+} \rightarrow \mathbb{Q}^{-}$given by $g(r)=-r$ is clearly bijective, so $\mathbb{Q}^{+}$and $\mathbb{Q}^{-}$are equinumerous. That is, $\mathbb{Q}^{-}$is countable. Since $\mathbb{Q}=\mathbb{Q}^{-} \cup\{0\} \cup \mathbb{Q}^{+}$, by applying part (a) twice we see that $\mathbb{Q}$ is countable.
(d) By generalizing on the approach used in part (a), we can show that the union of a countable family of countable sets is countable. To see this, let $\left\{S_{\alpha}: \alpha \in \mathscr{A}\right\}$ be such a family. Since empty sets contribute nothing to the union, we may assume that all the sets are nonempty. Since the family is countable, we can replace the index set by $\mathbb{N}$ and consider $\left\{S_{n}: n \in \mathbb{N}\right\}$. If the original family had only a finite number of sets, $S_{1}, \ldots, S_{k}$, let $S_{n}=S_{1}$ for all $n>k$. Now for each set $S_{n}$ there exists a surjection $f_{n}: \mathbb{N} \rightarrow S_{n}$, so we can write $S_{n}=\left\{s_{n_{1}}, s_{n_{2}}, s_{n_{3}}, \ldots\right\}$, where $f_{n}(j)=s_{n_{j}}$. We now arrange the elements of $\bigcup_{n=1}^{\infty} S_{n}$ in a rectangular array:


By moving along each diagonal of the array in the manner indicated, we obtain a listing of all the elements in $\bigcup_{n=1}^{\infty} S_{n}$ :

$$
s_{11}, s_{12}, s_{21}, s_{31}, s_{22}, s_{13}, s_{14}, \cdots
$$

This listing defines a surjection $f: \mathbb{N} \rightarrow \bigcup_{n=1}^{\infty} S_{n}$, so that the union is countable. ${ }^{\dagger}$

Having seen several examples of countable sets, the reader may be wondering what sets (if any) are uncountable. We now show that the set of

[^2]all real numbers is uncountable. Our proof uses the "diagonal process" developed by Georg Cantor in the late nineteenth century.
4.12 THEOREM The set $\mathbb{R}$ of real numbers is uncountable.

Proof: Since any subset of a countable set is countable (Theorem 4.9), it suffices to show that the interval $J=(0,1)$ is uncountable. If $J$ were countable, we could list its members and have

$$
J=\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}=\left\{x_{n}: n \in \mathbb{N}\right\} .
$$

We shall show that this leads to a contradiction by constructing a real number that is in $J$ but is not included in the list of $x_{n}$ 's. Each element of $J$ has an infinite decimal expansion, so we can write

$$
\begin{aligned}
& x_{1}=0 . a_{11} a_{12} a_{13} \cdots, \\
& x_{2}=0 . a_{21} a_{22} a_{23} \cdots, \\
& x_{3}=0 . a_{31} a_{32} a_{33} \cdots,
\end{aligned}
$$

where each $a_{i j} \in\{0,1, \ldots, 9\}$. (Some numbers, such as $0.5000 \cdots=$ $0.4999 \cdots$, have more than one representation, but this will not be a problem.) We now construct a real number $y=0 . b_{1} b_{2} b_{3} \cdots$ by defining

$$
b_{n}= \begin{cases}2, & \text { if } a_{n n} \neq 2 \\ 3, & \text { if } a_{n n}=2\end{cases}
$$

Since each digit in the decimal expansion of $y$ is either 2 or $3, y \in J$. But $y$ is not one of the numbers $x_{n}$, since it differs from $x_{n}$ in the $n$th decimal place. (Since none of the digits in $y$ are 0 or 9 , it is not one of the numbers with two representations.) This contradicts our assumption that $J$ is countable, so $J$ must be uncountable.

### 4.13 PRACTICE <br> Show that the set of irrational numbers is uncountable.

## Ordering of Cardinal Numbers ${ }^{\dagger}$

We conclude this section by returning to our original question about comparing the size of two sets. We would like to make some sense out of the notion that one set is "bigger" or has "more" points than another set. For finite sets we observe that if $S$ is a proper subset of $T$, then $T$ certainly has "more" points than $S$. Unfortunately, this does not hold for infinite sets, as we saw in Example 4.7. In fact, it can be shown (Exercise 12) that any

[^3]infinite set is equinumerous with a proper subset of itself. Thus the property of being a proper subset is not an adequate basis for comparing the size of sets in general.

A more fruitful approach is built on our definition of equinumerous and our understanding of functions. Intuitively, if $f: S \rightarrow T$ is injective, then $S$ can be no larger than $T$. Not only is this true for finite sets, but we have observed that it also holds for countable sets (Theorem 4.10). Since we think of cardinal numbers as representing the size of a set, we shall use them when comparing sizes.
4.14 DEFINITION We denote the cardinal number of a set $S$ by $|S|$, so that we have $|S|=|T|$ iff $S$ and $T$ are equinumerous. That is, $|S|=|T|$ iff there exists a bijection $f: S \rightarrow T$. In light of our discussion above, we define $|S| \leq|T|$ to mean that there exists an injection $f: S \rightarrow T$. As usual, $|S|<|T|$ means that $|S| \leq|T|$ and $|S| \neq|T|$.

The basic properties of our ordering of cardinals are included in Theorem 4.15. The proofs are all straightforward and are left to the exercises. Part (a) corresponds to our intuitive feeling about the relative sizes of subsets. Parts (b) and (c) are the reflexive and transitive properties, respectively. Part (d) means that the order of $m$ and $n$ as integers is the same as the order for the finite cardinals $m$ and $n$. (Recall that $|\{1,2, \ldots, m\}|$ is denoted by $m$.)

### 4.15 THEOREM Let $S, T$, and $U$ be sets.

(a) If $S \subseteq T$, then $|S| \leq|T|$.
(b) $|S| \leq|S|$.
(c) If $|S| \leq|T|$ and $|T| \leq|U|$, then $|S| \leq|U|$.
(d) If $m, n \in \mathbb{N}$ and $m \leq n$, then $|\{1,2, \ldots, m\}| \leq|\{1,2, \ldots, n\}|$.
(e) If $S$ is finite, then $|S|<\boldsymbol{\aleph}_{0}$.

Proof: Exercise 8.

It is customary to denote the cardinal number of $\mathbb{R}$ by $c$, for continuum. Since $\mathbb{Q} \subseteq \mathbb{R}$, we have $\aleph_{0} \leq c$. In fact, since $\mathbb{Q}$ is countable and $\mathbb{R}$ is uncountable, we have $\aleph_{0}<c$. Thus Theorem $4.15(\mathrm{e})$ implies that $\boldsymbol{\aleph}_{0}$ and $c$ are unequal transfinite cardinals. Are there any others? The answer is an emphatic yes, as we see in our next theorem.
4.16 DEFINITION Given any set $S$, let $\mathscr{P}(S)$ denote the collection of all the subsets of $S$. The set $\mathscr{P}(S)$ is called the power set of $S$.
4.17 PRACTICE List all the elements of $\mathscr{P}(S)$, when $S=\{a, b, c\}$. Find $|S|$ and $|\mathscr{P}(S)|$ and note that $|S|<|\mathscr{P}(S)|$.

For any set $S$, we have $|S|<|\mathscr{P}(S)|$.
Proof: The function $g: S \rightarrow \mathscr{P}(S)$ given by $g(s)=\{s\}$ is clearly injective, so $|S| \leq|\mathscr{P}(S)|$. To prove that $|S| \neq|\mathscr{P}(S)|$, we show that no function from $S$ to $\mathscr{P}(S)$ can be surjective. Suppose that $f: S \rightarrow \mathscr{P}(S)$. Then for each $x \in S, f(x)$ is a subset of $S$. Now for some $x$ in $S$ it may be that $x$ is in the subset $f(x)$ and for others it may not be. Let

$$
T=\{x \in S: x \notin f(x)\} .
$$

We have $T \subseteq S$, so $T \in \mathscr{P}(S)$. If $f$ were surjective, then $T=f(y)$ for some $y \in S$. Now either $y \in T$ or $y \notin T$, but both possibilities lead to contradictions: If $y \in T$, then $y \notin f(y)$ by the definition of $T$. But $f(y)=T$, so $y \notin f(y)$ implies $y \notin T$. On the other hand, if $y \notin T$, then since $f(y)=T$, we have $y \notin f(y)$. But then $y \in T$, by the definition of $T$.

Thus we conclude that no function from $S$ to $\mathscr{P}(S)$ can be surjective, so $|S| \neq|\mathscr{P}(S)|$.

By applying Theorem 4.18 again and again, we obtain an infinite sequence of transfinite cardinals each larger than the one preceding:

$$
\aleph_{0}=|\mathbb{N}|<|\mathscr{P}(\mathbb{N})|<|\mathscr{P}(\mathscr{P}(\mathbb{N}))|<|\mathscr{P}(\mathscr{P}(\mathscr{P}(\mathbb{N})))|<\cdots
$$

Does the cardinal $c$ fit into this sequence? In Exercise 24 we sketch the proof that $|\mathscr{P}(\mathbb{N})|=c$. In Exercise 11 we show that every infinite set has a denumerable subset. Since (by Theorem 4.9) every infinite subset of a denumerable set is denumerable, we see that $\boldsymbol{\aleph}_{0}$ is the smallest transfinite cardinal.

What is the first cardinal greater than $\aleph_{0}$ ? We know that $c>\boldsymbol{\aleph}_{0}$, but is there any cardinal number $\lambda$ such that

$$
\aleph_{0}<\lambda<c ?
$$

More specifically, is there any subset of $\mathbb{R}$ with size "in between" $\mathbb{N}$ and $\mathbb{R}$ ? Experience tells us that there is not, because no such set has ever been found. The conjecture that there is no such set was first made by Cantor and is known as the continuum hypothesis. In 1900 it was included as the first of Hilbert's famous 23 unsolved problems. Whether it is true or false is still an unanswered-perhaps unanswerable-question. It is known, however, that the assumption of the continuum hypothesis does not contradict any of the usual axioms of set theory. (This was proved by Kurt Gödel in 1938.) But lest we take too much comfort in this, we should also point out that it has been proved (by Paul Cohen in 1963) that the denial of the continuum hypothesis does not lead to any contradictions either.

Thus the continuum hypothesis is undecidable on the basis of the currently accepted axioms for set theory. (It can be neither proved nor disproved.) It remains to be seen whether new axioms will be found that will enable future mathematicians finally to settle the issue.

## Review of Key Terms in Section 4

| Equinumerous | Cardinal number | Countable |
| :--- | :--- | :--- |
| Finite | Transfinite | Uncountable |
| Infinite | Denumerable | Power set |

## ANSWERS TO PRACTICE PROBLEMS

4.2 The identity function is a bijection, so $S \sim S$, Thus " $\sim$ " is reflexive. Now, if $S \sim T$, then there exists a bijection $f: S \rightarrow T$. By Theorem 3.24, $f^{-}$ ${ }^{1}: T \rightarrow S$ is also bijective, so $T \sim S$ and " $\sim$ " is symmetric. Finally, suppose that $S \sim T$ and $T \sim U$. Then there exist bijections $f: S \rightarrow T$ and $g: T \rightarrow U$. By Theorem 3.20, $g \circ f: S \rightarrow U$ is bijective, so $S \sim U$. Thus " $\sim$ " is transitive.
4.5 Since $f$ is a bijection from $I_{n}$ onto $S, f^{-1}$ is a bijection from $S$ onto $I_{n}$. Thus if we follow $f^{-1}$ by $g$, we get a bijection from $S$ onto $T$. That is, let $h=g \circ f^{-1}$.
4.8 One such function is defined by $f(n)=n / 2$ for $n$ even and $f(n)=$ $-(n-1) / 2$ for $n$ odd.
4.13 The rationals are countable by Example 4.11(c). If the irrationals were also countable, then $\mathbb{R}$ (their union) would be countable by Example 4.11(a). Since $\mathbb{R}$ is uncountable, so are the irrationals.
4.17 $\mathscr{P}(S)=\{\varnothing,\{a\},\{b\},\{c\},\{a, b\},\{a, c\},\{b, c\},\{a, b, c\}\}$. We have $|S|=3$ and $|\mathscr{P}(S)|=8$, so $|S|<|\mathscr{P}(S)|$.

## 4 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) Two sets $S$ and $T$ are equinumerous if there exists a bijection $f: S \rightarrow T$.
(b) If a set $S$ is finite, then $S$ is equinumerous with $I_{n}$ for some $n \in \mathbb{N}$.
(c) If a cardinal number is not finite, it is said to be infinite.
(d) A set $S$ is denumerable if there exists a bijection $f: \mathbb{R} \rightarrow S$.
(e) Every subset of a countable set is countable.
(f) Every subset of a denumerable set is denumerable.
2. Mark each statement True or False. Justify each answer.
(a) A nonempty set $S$ is countable iff there exists an injection $f: \mathbb{N} \rightarrow S$.
(b) The set $\mathbb{Q}$ of rational numbers is denumerable.
(c) Let $S$ be a nonempty set. There exists an injection $f: S \rightarrow \mathbb{N}$ iff there exists a surjection $g: \mathbb{N} \rightarrow S$.
(d) The set $\mathbb{R}$ of real numbers is denumerable.
(e) $|S| \leq|T|$ means that there exists an injection $f: S \rightarrow T$.
(f) The continuum hypothesis says that $\aleph_{0}$ is the smallest transfinite cardinal number.
3. Show that the following pairs of sets $S$ and $T$ are equinumerous by finding a specific bijection between the sets in each pair.
(a) $S=[0,1]$ and $T=[1,4]$
(b) $S=[0,1]$ and $T=[2,7]$
(c) $S=[0,1]$ and $T=[0,1)$ is
(d) $S=[0,1)$ and $T=(0,1)$
(e) $S=(0,1)$ and $T=(0, \infty)$
(f) $S=(0,1)$ and $T=\mathbb{R}$
4. (a) Suppose that $m<n$. Prove that the intervals $(0,1)$ and $(m, n)$ are equinumerous by finding a specific bijection between them.
(b) Use part (a) to prove that any two open intervals are equinumerous.
5. Prove: If $(S \backslash T) \sim(T \backslash S)$, then $S \sim T$. \&
6. Prove: Every subset of a finite set is finite.
7. Use Example 4.11(d) to prove that $\mathbb{Q}$ is countable.
8. Prove Theorem 4.15 .
9. A real number is said to be algebraic if it is a root of a polynomial equation

$$
a_{n} x^{n}+\cdots+a_{1} x+a_{0}=0
$$

with integer coefficients. Note that the algebraic numbers include the rationals and all roots of rationals (such as $\sqrt{2}, \sqrt[3]{5}$, etc.). If a number is not algebraic, it is called transcendental.
(a) Show that the set of polynomials with integer coefficients is countable.
(b) Show that the set of algebraic numbers is countable.
(c) Are there more algebraic numbers or transcendental numbers?
10. Prove: If $S$ is denumerable, then $S$ is equinumerous with a proper subset of itself.
11. Prove: Every infinite set has a denumerable subset. $\hat{\psi}$
12. Prove: Every infinite set is equinumerous with a proper subset of itself.
13. Prove that our ordering of cardinal numbers is antisymmetric: If $|S| \leq|T|$ and $|T| \leq|S|$, then $|S|=|T|$. This result is known as the Schröder-Bernstein theorem and is very useful in proving sets equinumerous. (The proof is hard, but the hint in the back of the chapter will help.) it
14. Use the Schröder-Bernstein theorem (Exercise 13) to do parts (b) and (c) of Exercise 3.
15. Suppose that $A \subseteq B \subseteq C$ and $A \sim C$. Prove that $A \sim B$ and $B \sim C$.
16. Determine whether each of the following is True or False. Explain your answers.
(a) For every set $S, \varnothing \subseteq \mathscr{P}(S)$.
(b) For every set $S, \varnothing \in \mathscr{P}(S)$.
(c) $\{2\} \subseteq \mathscr{P}(\{2,3\})$.
(d) $\{2\} \in \mathscr{P}(\{2,3\})$.
(e) $\{\{2\}\} \subseteq \mathscr{P}(\{2,3\})$.
17. Let $A$ and $B$ be sets. Prove $A \subseteq B$ iff $\mathscr{P}(A) \subseteq \mathscr{P}(B)$.
18. Suppose that we let $U$ denote the "set of all things." Then for any set $S$ we have $S \subseteq U$. In particular, $\mathscr{P}(U) \subseteq U$. Use Theorem 4.15 and Theorem 4.18 to obtain a contradiction. Thus we conclude that a giant universal set that contains "everything" is an impossibility.
19. (a) Prove: If $|S| \leq|T|$, then $|\mathscr{P}(S)| \leq|\mathscr{P}(T)|$.
(b) Prove: If $|S|=|T|$, then $|\mathscr{P}(S)|=|\mathscr{P}(T)|$.
20. Is it possible for $\mathscr{P}(S)=\varnothing$ for some set $S$ ? If yes, what can you say about $S$ ? If no, explain why.
21. Let $A$ and $B$ be sets. Prove that $\mathscr{P}(A \cap B)=\mathscr{P}(A) \cap \mathscr{P}(B)$.
22. Let $A$ and $B$ be sets. Prove that $\mathscr{P}(A) \cup \mathscr{P}(B) \subseteq \mathscr{P}(A \cup B)$, and show by a counterexample that equality does not hold.
23. Let $A$ and $B$ be sets. Prove or give a counterexample: $\mathscr{P}(A \backslash B)=\mathscr{P}(A) \backslash \mathscr{P}$ (B).
24. In this exercise we outline a proof that $|\mathscr{P}(\mathbb{N})|=c$. By Exercise 13, it suffices to show that $|\mathscr{P}(\mathbb{N})| \leq c$ and $c \leq|\mathscr{P}(\mathbb{N})|$.
(a) To show that $|\mathscr{P}(\mathbb{N})| \leq c$, we define a function $f: \mid \mathscr{P}(\mathbb{N}) \rightarrow \mathbb{R}$ by $f(A)=0 . a_{1} a_{2} a_{3} \cdots a_{n} \cdots$, where

$$
a_{n}= \begin{cases}0, & \text { if } n \notin A \\ 1, & \text { if } n \in A .\end{cases}
$$

Show that $f$ is injective.
(b) To show that $c \leq|\mathscr{P}(\mathbb{N})|$, we use Exercise 19 (b) to conclude that $|\mathscr{P}(\mathbb{N})|=|\mathscr{P}(\mathbb{Q})|$, since $|\mathbb{N}|=|\mathbb{Q}|$. Thus it suffices to find an injection $f: \mathbb{R} \rightarrow \mid \mathscr{P}(\mathbb{Q})$. Define $f(x)=\{y \in \mathbb{Q}: y<x\}$. Use the fact that given $a, b \in \mathbb{R}$ with $a<b$, there exists $r \in \mathbb{Q}$ such that $a<r<b$ to show that $f$ is injective.
25. Let $\alpha$ and $\beta$ be cardinal numbers. The cardinal sum of $\alpha$ and $\beta$, denoted $\alpha+\beta$, is the cardinal $|A \cup B|$, where $A$ and $B$ are disjoint sets such that $|A|=$ $\alpha$ and $|B|=\beta$.
(a) Prove that the sum is well-defined. That is, if $|A|=|C|,|B|=|D|$, $A \cap B=\varnothing$, and $C \cap D=\varnothing$, then $|A \cup B|=|C \cup D|$.
(b) Prove that the sum is commutative and associative. That is, for any cardinals $\alpha, \beta$, and $\gamma$, we have $\alpha+\beta=\beta+\alpha$ and $\alpha+(\beta+\gamma)=$ $(\alpha+\beta)+\gamma$.
(c) Show that $n+\boldsymbol{\aleph}_{0}=\boldsymbol{\aleph}_{0}$ for any finite cardinal $n$.
(d) Show that $\aleph_{0}+\aleph_{0}=\aleph_{0}$.
(e) Show that $\aleph_{0}+c=c$. $\dot{\boldsymbol{z}}$
(f) Show that $c+c=c$.
26. Let $\alpha$ and $\beta$ be cardinal numbers. The cardinal product $\alpha \beta$ is defined to be the cardinal $|A \times B|$, where $|A|=\alpha$ and $|B|=\beta$.
(a) Prove that the product is well-defined. That is, if $|A|=|C|$ and $|B|=|D|$, then $|A \times B|=|C \times D|$.
(b) Prove that the product is commutative and associative and that the distributive law holds. That is, for any cardinals $\alpha, \beta$, and $\gamma$, we have $\alpha \beta=\beta \alpha, \alpha(\beta \gamma)=(\alpha \beta) \gamma$, and $\alpha(\beta+\gamma)=\alpha \beta+\alpha \gamma$.
(c) Show that $0 \alpha=0$ for any cardinal $\alpha$.
(d) Show that $n \boldsymbol{\aleph}_{0}=\boldsymbol{\aleph}_{0}$ for any finite cardinal $n$ with $n \neq 0$.
(e) Show that $\aleph_{0} \aleph_{0}=\aleph_{0}$.
(f) Show that $c c=c$.

## Section 5 AXIOMS FOR SET THEORY ${ }^{\dagger}$

Throughout this chapter we have used the concept of a set informally without really saying what sets are or what properties they have. While a definition of "set" is essentially impossible, it is possible to discuss properties of sets and to indicate things that cannot be sets. In this section we present a list of axioms (the Zermelo-Fraenkel axioms) from which set theory can be derived in a formal way. It is not our intent actually to do this formal derivation, but rather to indicate a foundation upon which set theory may be built. We begin by considering two paradoxes.

## Paradoxes

In Section 1 we saw the utility of having a "universal" set $U$ that focused our attention on a particular mathematical system. Then any set under consideration was a subset of $U$. It is natural to ask: Why not let $U$ denote the "set of all things"? Then certainly $U$ will contain everything we might
${ }^{\dagger}$ This section is optional and may be omitted without loss of continuity.
want to consider, and every set will be a subset of this $U$. In Exercise 4.18 we pointed out that if $U$ contains every set then $\mathscr{P}(U) \subseteq U$, where $\mathscr{P}(U)$ is the collection of all the subsets of $U$. This leads to the contradiction $|\mathscr{P}(U)|$ $\leq|U|<|\mathscr{P}(U)|$. While the notion of a giant universal set that contains "everything" is intuitively plausible, its existence is seen to contradict another established "fact." [If $|\mathscr{P}(U)|<|\mathscr{P}(U)|$, then there can be no bijection $f: \mathscr{P}(U) \rightarrow \mathscr{P}(U)$. But the identity map on $\mathscr{P}(U)$ is just such a bijection.] The only way out of this dilemma is to agree that the "set of all things" cannot really be considered a set.

Our second paradox is more subtle. We certainly want to be able to consider sets of sets - that is, sets whose members are themselves sets. [The power set $\mathscr{P}(\mathbb{N})$ is an example of a set of sets.] If sets can be members of sets, then it may be that some sets are members of themselves. That is, there may be some set $S$ such that $S \in S$. On the other hand, there are many sets, such as $S=\mathbb{N}$, for which $S \notin S$. In 1901 Bertrand Russell pointed out the following paradox. Let

$$
B=\{S: S \notin S\} .
$$

Then it must either be the case that $B \in B$ or $B \notin B$. If $B \in B$, then $B$ must satisfy the defining condition for $B$; that is, $B \notin B$. On the other hand, if $B \notin$ $B$, then $B$ satisfies the condition for being a member of $B$ and $B \in B$. Thus we are faced with an impasse: $B \in B$ iff $B \notin B$. Once again, the way out of this dilemma is to agree that $B$ is not really a set.

But if some things cannot be sets and other things can, how do we decide what is not and what is? In an attempt to answer this sort of question, Ernst Zermelo in 1908 proposed a list of axioms from which he built a formal system of set theory. These 10 axioms (as modified slightly by Abraham Fraenkel in 1922) are still one of the most widely accepted foundations for set theory.

## The Zermelo-Fraenkel Axioms

Before presenting the axioms and discussing them briefly, we need to point out that the axioms contain two undefined primitive ideas: the concept of a "set" and the concept of "membership" or "belongs to." The latter notion is denoted in the usual way by " $\in$." Since we wish to have as few undefined terms as possible, we shall consider the elements in a set to be sets themselves. Thus there is no distinction in kind between an element and a set. For this reason, we shall use (in this section only) lowercase letters for both. This is not to say that $x$ and $\{x\}$ are equal. Indeed, if $x=\{a, b, c\}$, then $x$ has three members ( $a, b$, and $c$ ) and $\{x\}$ has only one member (i.e., $x$ ). The point is that $x$ and $\{x\}$ are both sets.

## Axiom 1 (The axiom of extension)

Two sets are equal iff they have the same elements.

## Axiom 2 (The axiom of the null set)

There exists a set with no elements, and we denote it by $\varnothing$.

## Axiom 3 (The axiom of pairing)

Given any sets $x$ and $y$, there exists a set whose elements are $x$ and $y$.

## Axiom 4 (The axiom of union)

Given any set $x$, the union of all the elements in $x$ is a set.

## Axiom 5 (The axiom of the power set)

Given any set $x$, there exists a set consisting of all the subsets of $x$.

These first five axioms express properties of sets that are very familiar. Using Axiom 3, we obtain sets of the form $\{x, y\}$. By taking $x=y$, we also obtain singleton sets: $\{x\}$. The pair $\{x, y\}$ is not ordered, but the ordered pair $(x, y)$ can be obtained from this in the usual way (Definition 2.1): $(x, y)=$ $\{\{x\},\{x, y\}\}$. Once we have ordered pairs, we can talk about relations and functions.

Our next axiom enables us to define a set (or more precisely, a subset) by identifying a property that its members must satisfy.

## Axiom 6 (The axiom of separation)

Given any set $x$ and any sentence $p(y)$ that is a statement for all $y \in x$, there exists a set $\{y \in x: p(y)$ is true $\}$.

It might seem that Axiom 6 will lead to the same problem that was encountered in Russell's paradox. This is not the case, however, since the set constructed is a subset of $x$. To see what happens, let

$$
b=\{y \in x: y \notin y\} .
$$

Then, in order for $w \in b$, it must be the case that $w \in x$ and $w \notin w$. When we suppose $b \in b$, we obtain $b \in x$ and $b \notin b$, which is a contradiction. Now suppose $b \notin b$. If $b \in x$, then $b$ satisfies the defining condition for being a member of $b$, so $b \in b$, a contradiction. But the possibility $b \notin x$ still remains. Thus, instead of reaching a paradoxical dilemma, we are simply led to conclude that $b \notin x$, and there is no problem.

One of the benefits of Axiom 6 is that it enables us to form the intersection of two sets. If $z$ is a set and we let $p(y)$ be the sentence " $y \in z$," then $\{y \in x: y \in z\}$ is just $x \cap z$.

## Axiom 7 (The axiom of replacement)

Given any set $x$ and any function $f$ defined on $x$, the image $f(x)$ is a set. ${ }^{\dagger}$

It can be shown [see Hamilton (1982)] that Axiom 7 implies Axiom 6. Thus we could have omitted Axiom 6 from our list. It has been included for historical reasons and because it represents our usual method for defining a set. We note that Axiom 6 was one of the original axioms given by Zermelo, and Axiom 7 is essentially a refinement due to Fraenkel.

## Axiom 8 (The axiom of infinity)

There exists a set $x$ such that $\varnothing \in x$, and whenever $y \in x$ it follows that $y \cup\{y\} \in x$.

This axiom looks a bit strange, but it is necessary to guarantee the existence of an infinite set. Indeed, the axiom specifies what elements the set must contain:

$$
\varnothing, \varnothing \cup\{\varnothing\}, \varnothing \cup\{\varnothing\} \cup\{\varnothing \cup\{\varnothing\}\}, \ldots
$$

As soon as we know that these sets are all distinct, we have an infinite set. The general proof that they are distinct is messy, but the first step is not (Exercise 4).

## Axiom 9 (The axiom of regularity)

Given any nonempty set $x$, there exists $y \in x$ such that $y \cap x=\varnothing$.

The axiom of regularity has the effect of ruling out the possibility that some set is a member of itself. Indeed, suppose that $x \in x$. Now the set $\{x\}$ is nonempty since it contains $x$. By the axiom of regularity, there exists $y \in\{x\}$ such that $y \cap\{x\}=\varnothing$. Since $y \in\{x\}$, we must have $y=x$. But then $y \in y$ and $y \in\{x\}$, so $y \in y \cap\{x\}$, a contradiction.

## The Axiom of Choice

Our final axiom deserves special attention because of the controversy surrounding it. It is the only one of the Zermelo-Fraenkel axioms that has been seriously challenged by mathematicians. While most mathematicians
${ }^{\dagger}$ We are using the term "function" in a more general way than in Definition 3.1. In the present context a function defined on $x$ is a correspondence that associates with each $y \in x$ a unique set $f(y)$. Axiom 7 then asserts that $\{f(y): y \in x\}$ is a set. We do not require that the sets $f(y)$ are all subsets of a given set.
accept it as an axiom, others feel that it is meaningless (not false, just meaningless). At first glance the axiom certainly seems reasonable:

## Axiom 10 (The axiom of choice)

Given any nonempty set $x$ whose members are pairwise disjoint nonempty sets, there exists a set $y$ consisting of exactly one element taken from each set belonging to $x$.

The axiom of choice essentially says that we can pick an element out of each set in $x$ and gather all these elements together in a new set $y$. When $x$ has only a finite number of members, there is no problem (and Axiom 10 is not even needed), since the elements chosen from each set in $x$ can be specified one at a time. But when $x$ contains infinitely many members (sets), there may not be any way of indicating which elements are chosen.

The following example due to Bertrand Russell may make the point more clearly. Suppose that we have a pile $S$ of infinitely many pairs of shoes. Is it possible to construct a set consisting of one shoe from each pair? The answer is yes, and we can do this without using the axiom of choice. Let $L=\{s \in S$ : $s$ is a left shoe $\}$. Then $L$ exists by the axiom of separation. But suppose now that sitting beside $S$ we have a pile $T$ consisting of infinitely many pairs of socks. Does there exist a set containing exactly one sock from each pair? Without the axiom of choice we would have to say no, for with socks there is no way to indicate which sock was chosen.

The basic problem with the axiom of choice is one of existence. What does it mean for a set to exist? In Section 1 we adopted the "realistic" point of view that a set must be characterized by some defining property, so that it becomes a question of fact whether or not a particular object belongs to the set. If we persist in this point of view, we cannot use the axiom of choice. The "idealistic" point of view, on the other hand, does not attempt to define existence. The notion of existence is taken as an undefined primitive concept. We shall move (somewhat reluctantly) toward this latter position so that we may use the axiom of choice where necessary.

## Applications of the Axiom of Choice

We have already had three occasions that called for the use of the axiom of choice (AC). In Exercise 3.32 we were asked to show that if a function $f: A \rightarrow B$ is surjective, then there exists a function $g: B \rightarrow A$ such that $(f \circ \mathrm{~g})(y)=y$, for all $y \in B$. If $y \in B$, then $y=f(x)$ for some $x$ in $A$, but this $x$ may not be unique. If for each $y$ in $B$ we let $g(y)$ be one particular $x$ in $f^{-1}(\{y\})$, then $g$ is the desired function. But to obtain $g$ we had to select one point from each of possibly infinitely many sets. Thus we have used AC.

Another way to look at Exercise 3.32 is to realize that $f^{-1}=$ $\{(y, x):(x, y) \in f\}$ defines a relation between $B$ and $A$ having domain $\{y: \exists x \in A \ni(x, y) \in f\}=f(A)$. This relation needs to be restricted so that only one $x$ corresponds to each $y$. Thus we obtain the following alternate (and equivalent) form of the axiom of choice:

Given any relation $R$, there exists a function $g \subseteq R$ such that $\operatorname{dom} g=\operatorname{dom} R$.

In Example 4.11(d) we used AC in a more subtle way. In showing that the union of a countable collection $\left\{S_{n}: n \in \mathbb{N}\right\}$ of countable sets is countable, we needed a surjection $f_{n}: \mathbb{N} \rightarrow S_{n}$ for each $n \in \mathbb{N}$. Now given any $n$, the existence of at least one surjection from $\mathbb{N}$ to $S_{n}$ is guaranteed by Theorem 4.10. But we had to choose exactly one surjection for each natural number, and this requires AC .

In showing that every infinite set has a denumerable subset (Exercise 4.11), it is also necessary to make infinitely many arbitrary choices without being able to specify which element is being chosen. Again, this can be done only by using AC. Since Exercise 4.11 is used in the proof of Exercise 4.12, our approach to the latter result (any infinite set is equinumerous with a proper subset) also depends on AC.

Many other useful results depend on AC. They occur in various branches of mathematics, including linear algebra, abstract algebra, measure theory, and functional analysis. Most of these results are far beyond the scope of this chapter, but we mention three that are not:

1. Given any sets $S$ and $T$, either $|S| \leq|T|$ or $|T| \leq|S|$.
2. Given any infinite set $S,|S \times S|=|S|$.
3. Given any subset $S$ of $\mathbb{R}$, a point $x$ is an accumulation point of $S$ iff there exists a sequence of points in $S \backslash\{x\}$ that converges to $x$.

While AC is an important axiom for obtaining useful results in many different areas, it also leads to some unexpected (and perhaps unwanted) results. This is another reason why some mathematicians are reluctant to accept AC as a valid axiom. Thus we end this section back where we began, with a paradox.

## The Banach-Tarski Paradox

In 1924, S. Banach and A. Tarski proved a most disconcerting result using the axiom of choice. It seems to go strongly against our intuition and so is considered a paradox. We say that two subsets of the plane (or three-dimensional space) are congruent if one set can be moved rigidly so as to coincide with the other. These rigid motions are just translations and
rotations. We say that two sets $S$ and $T$ are equivalent by finite decomposition if there exist sets $S_{1}, \ldots, S_{n}$ and $T_{1}, \ldots, T_{n}$ such that the following hold:
(a) $S=S_{1} \cup \cdots \cup S_{n}$ and $T=T_{1} \cup \cdots \cup T_{n}$.
(b) $S_{i} \cap S_{j}=\varnothing$ and $T_{i} \cap T_{j}=\varnothing$ for $i \neq j$.
(c) $S_{i}$ is congruent to $T_{i}$ for each $i=1, \ldots, n$.

Here now is the paradox: ${ }^{\dagger}$
The Banach-Tarski Paradox. Let $S$ and $T$ be solid threedimensional spheres of possibly different radii. Then $S$ and $T$ are equivalent by finite decomposition.

For example, consider a solid sphere $S$ the size of a golf ball and another $T$ the size of a basketball. The paradox implies that $S$ can be decomposed into disjoint pieces $S_{1}, \ldots, S_{n}$ in such a way that by rigid motions these pieces can be fitted together without any holes to fill out all of $T$. While the number of pieces required in this example is certainly large, in other equally astonishing cases the number is small. It has been shown, for example, that the solid sphere of radius 1 can be decomposed into nine mutually disjoint subsets that can be reassembled by means of rotations and translations to fill out two solid spheres of radius 1! Four of the pieces fit together to make one sphere, and the other five pieces make up the second sphere.

One possible response to a paradox like this is to refuse to accept the axiom of choice upon which it is built. But in doing so you would also have to reject the other nonparadoxical results that depend on the axiom of choice for their proofs. In recent years a possible compromise has begun to develop by looking for a new axiom that would be adequate to produce the "good" results but that would not lead to unwanted paradoxes. Although there has been some progress in this direction, the final results are by no means clear. [See Hamilton (1982) for a discussion of some alternative axioms.]

## 5 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with $\dot{\psi}$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) The Zermelo-Fraenkel axioms are widely accepted as a foundation for set theory.
(b) Russell's paradox conflicts with the axiom of separation.
$\dagger$ What we are presenting here is only a special case of their more general theorem, but this is sufficient to make our point. For a good discussion of this and related paradoxes, see the article by Blumethal (1940) and the book by Wagon (1993).
2. Mark each statement True or False. Justify each answer.
(a) The axiom of regularity rules out the possibility that a set is a member of itself.
(b) The Banach-Tarski paradox uses the axiom of choice.
3. Let $S$ and $T$ be nonempty sets. Prove that $|T| \leq|S|$ iff there exists a surjection $f: S \rightarrow T$. As
4. Without using the axiom of regularity, show that $\varnothing \neq\{\varnothing\}$, and from this conclude that $\varnothing \neq \varnothing \cup\{\varnothing\}$.
5. Let $x$ be a set. Show that $\{y: x \subseteq y\}$ cannot be a set. $\dot{\psi}$
6. Use the axiom for regularity to show that for any set $x, x \cup\{x\} \neq x$.
7. Use the axiom of regularity to show that if $x \in y$, then $y \notin x$. is
8. Use the axiom of regularity to show that there cannot exist three sets $w, x$, and $y$ such that $w \in x, x \in y$, and $y \in w$.
9. Let $S=\{a, b, c, d, e\}$ and define $f: S \rightarrow \mathscr{P}(S)$ by $f(a)=\{a, e\}, f(b)=$ $\{a, c, d\}, f(c)=\{b, d\}, f(d)=\varnothing$, and $f(e)=\{c, d, e\}$.
(a) Find the set $T=\{x \in S: x \notin f(x)\}$.
(b) Note that $T \notin \operatorname{rng} f$. Is it possible to find some function $g: S \rightarrow \mathscr{P}(S)$ such that $T \in \operatorname{rng} g$, where $T=\{x \in S: x \notin g(x)\}$ ? \&
10. For any set $A$, define the successor of $A$, denoted $S(A)$, by $S(A)=A \cup\{A\}$. One way to "construct" the natural numbers and zero from set theory is by the following correspondence:

$$
0 \leftrightarrow \varnothing, 1 \leftrightarrow S(\varnothing), \quad 2 \leftrightarrow S(S(\varnothing)), \quad 3 \leftrightarrow S(S(S(\varnothing))), \ldots
$$

Note that the axiom of infinity guarantees that all of these successor sets exist. Show that $5 \leftrightarrow\{0,1,2,3,4\}$.
11. Once upon a time there was a town with a perplexing problem. It seemed that some of the men liked to shave themselves and the others preferred going to a barber. The problem was that the town had no barber. To remedy this unfortunate situation, the town began to advertise for a barber who would "shave precisely those men who do not shave themselves." But try as they might, they had great difficulty finding anyone who could fill the job description. Many good barbers applied, but none of them could do the job that had been advertised. Then one day a mathematician was passing through town and hearing of their difficulty announced, "I am qualified to be your barber." Without a moment's hesitation, the townspeople agreed that indeed the mathematician could do the job as advertised. Assuming that this story is true, what was the name of the mathematician? (Hint: It was either Jim, Dave, or Sam.) is
12. Let $S_{\alpha}(\alpha \in \mathscr{A})$ be an indexed family of sets. We define the Cartesian product $\times_{\alpha \in \mathrm{A}} S_{\alpha}$ to be the set of all functions $f$ having domain $\mathscr{A}$ such that $f(\alpha) \in S_{\alpha}$ for all $\alpha \in \mathscr{A}$.
(a) Show that if $\mathscr{A}=\{1,2\}$, this definition gives a set that corresponds to the usual Cartesian product of two sets $S_{1} \times S_{2}$ in a natural way.
(b) Show that the axiom of choice is equivalent to the following statement: The Cartesian product of a nonempty family of nonempty sets is nonempty.

Exercises 13 and 14 illustrate how one might start with a few axioms and build a mathematical structure.
13. The math club at Popular College has a number of committees according to the following rules established in its constitution: (1) Every member of the club is a member of at least one committee. (2) For each pair of members of the club, there is one and only one committee of which both are members.
(3) For every committee there is one and only one committee that has no members in common with it. (4) Every committee must contain at least one member of the club. Prove the following.
(a) Every member of the club is a member of at least two committees.
(b) If the club has at least one member, then it has at least four members.
(c) Describe a club with four members and four committees that meets all the required conditions.
14. The math club at Podunk University has a number of committees according to the following rules established in its constitution: (1) There must be at least one committee. (2) Each committee has at least three members. (3) Any two distinct committees have exactly one member in common. (4) For each pair of members of the club, there is one and only one committee of which both are members. (5) Given any committee, there exists at least one member of the club who is not a member of that committee. Prove the following.
(a) There exist at least three members in the club.
(b) There exist at least three committees.
(c) If $x$ is a member of the club, then there is at least one committee that does not have $x$ as a member.
(d) Every member of the club is a member of at least three committees.
(e) There are at least seven members in the club.
(f) There are at least seven committees.
(g) Describe a club with seven members and seven committees that meets all the required conditions.
15. This exercise is designed to give some insight into the Banach-Tarski paradox. Find each of the following without using the axiom of choice.
(a) A subset of $\mathbb{R}$ that is congruent to a proper subset of itself.
(b) A bounded subset of the plane that is congruent to a proper subset of itself. is
(c) A bounded subset $S$ of the plane such that $S$ is the disjoint union of two nonempty sets $S_{1}$ and $S_{2}$, and where $S_{1}$ and $S_{2}$ are both congruent to $S$. $\lambda$

## Hints for Selected Exercises

## Section 1

3. (a) True;
(b) False;
(c) True;
(d) True;
(e) False; (f) False;
(g) False;
(h) True.
4. (a)


Total shaded area is $A \cup(B \cap C)$.

19. Suppose that $U=A \cup B$ and $A \cap B=\varnothing$. To show $A \subseteq U \backslash B$, let $x \in A$. Then $x \notin B$. (Why?) Since $x$ is not in $B$, where is it?

On the other hand, to show $U \backslash B \subseteq A$, suppose $x \in U \backslash B$. Expand what it means for $x$ to be in $U \backslash B$, and combine this with one of the original hypotheses to conclude that $x \in A$.
25. (a) $\bigcup_{B \in \mathscr{B}} B=[1,2], \bigcap_{B \in \mathscr{B}} B=\{1\}$.

## Section 2

9. Proof: Let $(x, y) \in(A \cap B) \times C$. Then $x \in A \cap B$ and $y \in C$. Since $x \in A \cap B, x \in \underline{A}$ and $x \in \underline{B}$. Thus $(x, y) \in \underline{A \times C}$ and $(x, y) \in \underline{B \times C}$. Hence $(x, y) \in(A \times C) \cap(B \times C)$, so $(A \cap B) \times C \subseteq(A \times C) \cap(B \times C)$.

On the other hand, suppose that $(x, y) \in(A \times C) \cap(B \times C)$. Then $(x, y) \in \underline{A \times C}$ and $(x, y) \in \underline{B \times C}$. Since $(x, y) \in A \times C, x \in \underline{A}$ and $y \in \underline{C}$. Since $(x, y) \in B \times C, \underline{x \in B}$ and $y \in C$. Thus $x \in A \cap B$, so $(x, y) \in$ $(A \cap B) \times C$, and $(A \times C) \cap(B \times C) \subseteq(A \cap B) \times C$.
11. (a) Reflexive, transitive; (e) all three.
13. $E_{(a, b)}$ is a vertical line through the point $(a, b)$.
19. $\mathrm{R}=\{(a, a),(b, b),(c, c),(d, d),(b, c),(c, b)\}$.
31. (c) If $(x, y) \in \mathrm{R} \cap \mathrm{S}$, then $(x, y) \in \mathrm{R}$ and $(x, y) \in \mathrm{S}$. Since R and S are symmetric, this implies $(y, x) \in \mathrm{R}$ and $(y, x) \in \mathrm{S}$. Thus $(y, x) \in \mathrm{R} \cap \mathrm{S}$.

## Section 3

3. (a) $[2, \infty)$; (c) $f(x)=(x+3)^{2}-5$, so the range is $[-5, \infty)$.
4. (a) There are nine different functions: Six are injective and none are surjective.
5. (a) injective [Note that 2 has no pre-image.]
(c) onto [Note that $f(0)=f(1)$.]
6. (a) This proves the converse of the condition required for injective, so it is not a valid proof.
7. (a) Suppose $f(a)=f(b)$ and apply $f$ to both sides.
8. (d) To prove $f\left(C_{1} \cup C_{2}\right) \subseteq f\left(C_{1}\right) \cup f\left(C_{2}\right)$, let $y \in f\left(C_{1} \cup C_{2}\right)$. Then by the definition of $f\left(C_{1} \cup C_{2}\right)$, there exists $x$ in $C_{1} \cup C_{2}$ such that $f(x)=y$. Use the fact that $x \in C_{1} \cup C_{2}$ to show that $y \in\left[f\left(C_{1}\right) \cup f\left(C_{2}\right)\right]$.

For the converse, begin with an element $y$ in $\left[f\left(C_{1}\right) \cup f\left(C_{2}\right)\right]$. Then expand what it means for $y$ to be in the union of two sets.
21. (c) If $f$ is injective, then equality holds.
23. We are asked to prove that $f$ being equal to $g$ (as sets of ordered pairs) is equivalent to the condition that $\operatorname{dom} f=\operatorname{dom} g$ and $\forall x \in \operatorname{dom} f, f(x)=$ $g(x)$.
25. It is clear that $g \circ f$ is a relation between $A$ and $C$. To show it is a function from $A$ to $C$, suppose that $(x, y) \in g \circ f$ and $\left(x, y^{\prime}\right) \in g \circ f$. Then prove that $y=y^{\prime}$.
29. (b) Use Exercise 23.
33. Suppose that $S$ has at least two elements, say $s_{1}$ and $s_{2}$. Define two functions $f: S \rightarrow S$ and $g: S \rightarrow S$ in such a way that $f \circ g \neq g \circ f$.

## Section 4

3. (c) Let $f(x)=1 /(n+1)$ if there exists $n \in \mathbb{N}$ such that $x=1 / n$, and $f(x)=x$ otherwise.
4. Given a bijection $f: S \backslash T \rightarrow T \backslash S$, define $g(x)=f(x)$ if $x \in S \backslash T$ and $g(x)=x$ if $x \in S \cap T$.
5. Suppose that $S$ is an infinite set. Then $S$ is not empty, so there exists $x_{1} \in S$. Since $S$ is not finite, there exists $x_{2} \in S \backslash\left\{x_{1}\right\}$. Proceeding in this manner, given distinct points $x_{1}, \ldots, x_{n}$, since $S$ is not finite, the set $S \backslash\left\{x_{1}, \ldots, x_{n}\right\}$ is not empty, and we can choose $x_{n+1} \in S \backslash\left\{x_{1}, \ldots, x_{n}\right\}$. Now define $f: \mathbb{N} \rightarrow S$ by $f(n)=x_{n}$. Clearly, $f$ is injective, so $f(\mathbb{N})$ is a denumerable subset of $S$. (This proof uses the axiom of choice in a subtle way. See Section 5.)
6. Outline of proof: Suppose first that $T$ is a proper subset of $S$ and that there exists an injection $f: S \rightarrow T$. Obtain a bijection $g: S \rightarrow T$ as follows: Let $f^{0}$ be the identity function on $S$ and $\forall k \in \mathbb{N}$ and $\forall x \in S$, define $f^{k}(x)=$ $f\left[f^{k-1}(x)\right]$. Then let $B=\bigcup_{n=0}^{\infty} f^{n}(S \backslash T)$. Define $g: S \rightarrow T$ by $g(x)=f(x)$ if $x \in B$ and $g(x)=x$ if $x \in S \backslash B$. Observe that $S \backslash T \subseteq B, f(B) \subseteq B$, and if $m \neq n$, then $f^{m}(S \backslash T) \cap f^{n}(S \backslash T)=\varnothing$. From this conclude that $g(S)=$ $(S \backslash B) \cup f(B)=S \backslash(S \backslash T)=T$. Since $f$ is injective, $g$ is bijective. Finally, generalize to the case when $T$ is not a subset of $S$. [This proof comes from Cox (1968).]
7. (e) Let $S=\mathbb{N} \cup(0,1)$. Since $\mathbb{N} \cap(0,1)=\varnothing,|S|=\aleph_{0}+c$. On the other hand, $\mathbb{R} \sim(0,1) \subseteq S$ and $S \sim S \subseteq \mathbb{R}$, so $S \sim \mathbb{R}$ and $|S|=c$.

## Section 5

3. Use Exercise 3.32.
4. Let $S=\{y: x \subseteq y\}$ and let $T=\bigcup\{y: y \in S\}$. For any set $W$ show that $\exists$ a set $z \ni w \in z$ and $x \subseteq z$. From this conclude that $T$ is the "set of all sets."
5. Apply the axiom of regularity to the set $\{x, y\}$.
6. (b) Suppose $g$ is such a function and that $g(y)=T$ for some $y \in S$. Try to determine whether or not $y \in T$.
7. The mathematician's name was Sam-short for Samantha. Do you see why?
8. (b) Let $S$ be the set of points with polar coordinates $(1, n)$, where $n=0,1,2$, $\ldots$. [Recall that when $(r, \theta)$ is the polar coordinate of a point, $r$ is the distance from the origin and $\theta$ is the radian measure of the angle between the positive $x$-axis and the ray from the origin through the point $(r, \theta)$.] Then $S$ is a subset of the unit circle centered at the origin. The set $T=S \backslash\{(1,0)\}$ is congruent to $S$, since a counterclockwise rotation of $S$ through 1 radian will make $S$ coincide with $T$.
(c) See the article by Blumenthal (1940).

## The Real Numbers

In this chapter we present in some detail many of the important properties of the set $\mathbb{R}$ of real numbers. The real numbers form the background for virtually all the analysis we do here. Our approach will be axiomatic, but not constructive. That is, we shall not construct the real numbers from some simpler (?) set such as the natural numbers. Instead, we shall assume the existence of $\mathbb{R}$ and postulate the properties that characterize it. ${ }^{\dagger}$

We begin in Section 1 by looking at the natural numbers and mathematical induction. In Section 2 we consider the field and order axioms that begin to characterize $\mathbb{R}$. The completeness axiom in Section 3 is the final axiom and deserves special attention because of its central role in the rest of analysis. In Sections 4 and 5 we develop some of the topological properties of the real numbers that will be useful in describing the behavior of sequences and functions. In Section 6 (an optional section) we look at these properties in the more general context of a metric space.

## Section 1 NATURAL NUMBERS AND INDUCTION

Let $\mathbb{N}$ denote the set of positive integers, also called the natural numbers. Thus

$$
\mathbb{N}=\{1,2,3,4, \ldots\}
$$

[^4]From Chapter 3 of Analysis with an Introduction to Proof, Fifth Edition. Steven R. Lay. Copyright © 2014 by Pearson Education, Inc. All rights reserved.

It is possible to develop all the properties (and even the existence) of the natural numbers in a rigorous way from set theory and a few additional axioms. But since our discussion of set theory was not entirely rigorous, there is little to be gained by going through the steps of that development here. Rather, we shall assume that the reader is familiar with the usual arithmetic operations of addition and multiplication and with the notion of what it means for one natural number to be less than another.

There is one additional property of $\mathbb{N}$ that we shall assume as an axiom. (That is, we accept it as true without proof.) It expresses in a precise way the intuitive idea that each nonempty subset of $\mathbb{N}$ must have a least element.
1.1 AXIOM (Well-Ordering Property of $\mathbb{N}$ ) If $S$ is a nonempty subset of $\mathbb{N}$, then there exists an element $m \in S$ such that $m \leq k$ for all $k \in S$.

One important tool to be used when proving theorems about the natural numbers is the principle of mathematical induction. It enables us to conclude that a given statement about natural numbers is true for all the natural numbers without having to verify it for each number one at a time (which would be an impossible task!).

### 1.2 THEOREM

(Principle of Mathematical Induction) Let $P(n)$ be a statement that is either true or false for each $n \in \mathbb{N}$. Then $P(n)$ is true for all $n \in \mathbb{N}$, provided that
(a) $P(1)$ is true, and
(b) for each $k \in \mathbb{N}$, if $P(k)$ is true, then $P(k+1)$ is true.

Proof: The strategy of our argument will be a proof by contradiction using the tautology " $(p \Rightarrow q) \Leftrightarrow[(p \wedge \sim q) \Rightarrow c]$ ". That is, we suppose that (a) and (b) hold but that $P(n)$ is false for some $n \in \mathbb{N}$. Let

$$
S=\{n \in \mathbb{N}: P(n) \text { is false }\} .
$$

Then $S$ is not empty and the well-ordering property guarantees the existence of an element $m \in S$ that is a least element of $S$. Since $P(1)$ is true by hypothesis (a), $1 \notin S$, so that $m>1$. It follows that $m-1$ is also a natural number, and since $m$ is the least element in $S$, we must have $m-1 \notin S$.

But since $m-1 \notin S$, it must be that $P(m-1)$ is true. We now apply hypothesis (b) with $k=m-1$ to conclude that $P(k+1)=P(m)$ is true. This implies that $m \notin S$, which contradicts our original choice of $m$. We conclude that $P(n)$ must be true for all $n \in \mathbb{N}$.

It is customary to refer to the verification of part (a) of Theorem 1.2 as the basis for induction and part (b) as the induction step. The assumption
that $P(k)$ is true in verifying part (b) is known as the induction hypothesis. It is essential that both parts be verified to have a valid proof using mathematical induction. In practice, it is usually the induction step that is the more difficult part.
1.3 EXAMPLE Prove that $1+2+3+\cdots+n=\frac{1}{2} n(n+1)$ for every natural number $n$.

Proof: Let $P(n)$ be the statement

$$
1+2+3+\cdots+n=\frac{1}{2} n(n+1)
$$

Then $P(1)$ asserts that $1=\frac{1}{2}(1)(1+1), P(2)$ asserts that $1+2=\frac{1}{2}(2)(2+1)$, and so on. In particular, we see that $P(1)$ is true, and this establishes the basis for induction.

To verify the induction step, we suppose that $P(k)$ is true, where $k \in \mathbb{N}$. That is, we assume

$$
1+2+3+\cdots+k=\frac{1}{2} k(k+1)
$$

Since we wish to conclude that $P(k+1)$ is true, we add $k+1$ to both sides to obtain

$$
\begin{aligned}
1+2+3+\cdots+k+(k+1) & =\frac{1}{2} k(k+1)+(k+1) \\
& =\frac{1}{2}[k(k+1)+2(k+1)] \\
& =\frac{1}{2}(k+1)(k+2) \\
& =\frac{1}{2}(k+1)[(k+1)+1] .
\end{aligned}
$$

This last equation is $P(k+1)$, so $P(k+1)$ is true whenever $P(k)$ is true, and by the principle of mathematical induction we conclude that $P(n)$ is true for all $n \in \mathbb{N}$.

Since the format of a proof using mathematical induction always consists of the same two steps (establishing the basis for induction and verifying the induction step), it is common practice to reduce some of the formalism by omitting explicit reference to the statement $P(n)$. It is also acceptable to omit identifying the steps by name, but we must be certain that they are both actually there.
1.4 EXAMPLE Prove by induction that $7^{n}-4^{n}$ is a multiple of 3 , for all $n \in \mathbb{N}$.

Proof: Clearly, this is true when $n=1$, since $7^{1}-4^{1}=3$. Now let $k \in \mathbb{N}$ and suppose that $7^{k}-4^{k}$ is a multiple of 3 . That is, $7^{k}-4^{k}=3 m$ for some
$m \in \mathbb{N}$. It follows that ${ }^{\dagger}$

$$
\begin{aligned}
7^{k+1}-4^{k+1} & =7^{k+1}-7 \cdot 4^{k}+7 \cdot 4^{k}-4 \cdot 4^{k} \\
& =7\left(7^{k}-4^{k}\right)+3 \cdot 4^{k} \\
& =7(3 m)+3 \cdot 4^{k} \\
& =3\left(7 m+4^{k}\right)
\end{aligned}
$$

Since $m$ and $k$ are natural numbers, so is $7 m+4^{k}$. Thus $7^{k+1}-4^{k+1}$ is also a multiple of 3 , and by induction we conclude that $7^{n}-4^{n}$ is a multiple of 3 for all $n \in \mathbb{N}$.
1.5 PRACTICE Observe that

$$
\begin{aligned}
1 & =1^{2} \\
1+3 & =2^{2} \\
1+3+5 & =3^{2} \\
1+3+5+7 & =4^{2}
\end{aligned}
$$

Figure out a general formula and prove your answer using mathematical induction.

There is a generalization of the principle of mathematical induction that enables us to conclude that a given statement is true for all natural numbers sufficiently large. More precisely, we have the following:
1.6 THEOREM Let $m \in \mathbb{N}$ and let $P(n)$ be a statement that is either true or false for each $n \geq m$. Then $P(n)$ is true for all $n \geq m$, provided that
(a) $P(m)$ is true, and
(b) for each $k \geq m$, if $P(k)$ is true, then $P(k+1)$ is true.
$\dagger$ In the proof we have added and subtracted the term $7 \cdot 4^{k}$. Where did it come from? We want somehow to use the induction hypothesis that $7^{k}-4^{k}=3 m$, so we break $7^{k+1}$ apart into $7 \cdot 7^{k}$. We would like to have $7^{k}-4^{k}$ as a factor instead of just $7^{k}$, but to do this we must subtract (and add) the term $7 \cdot 4^{k}$.

Alternatively, we could have broken $4^{k+1}$ apart into $4 \cdot 4^{k}$. This time to replace $4^{k}$ by $7^{k}-4^{k}$, we must add (and subtract) $4 \cdot 7^{k}$ :

$$
\begin{aligned}
7^{k+1}-4^{k+1} & =7^{k+1}-4 \cdot 7^{k}+4\left(7^{k}-4^{k}\right) \\
& =7^{k}(7-4)+4\left(7^{k}-4^{k}\right) \\
& =7^{k} \cdot 3+4(3 m)=3\left(7^{k}+4 m\right)
\end{aligned}
$$

Once again we see that $7^{k+1}-4^{k+1}$ is a multiple of 3 .

Proof: The proof will use the original principle of induction (Theorem 1.2). For each $r \in \mathbb{N}$, let $Q(r)$ be the statement " $P(r+m-1)$ is true." Then from (a) we know that $Q(1)$ holds. Now let $j \in \mathbb{N}$ and suppose that $Q(j)$ holds. That is, $P(j+m-1)$ is true. Since $j \in \mathbb{N}$,

$$
j+m-1=m+(j-1) \geq m
$$

so by (b), $P(j+m)$ must be true. Thus $Q(j+1)$ holds and the induction step is verified. We conclude that $Q(r)$ holds for all $r \in \mathbb{N}$.

Now if $n \geq m$, let $r=n-m+1$, so that $r \in \mathbb{N}$. Since $Q(r)$ holds, $P(r+m-1)$ is true. But $P(r+m-1)$ is the same as $P(n)$, so $P(n)$ is true for all $n \geq m$.

## Review of Key Terms in Section 1

Well-ordering property of $\mathbb{N}$
Principle of mathematical induction
Induction step
Basis for induction
Induction hypothesis

## ANSWERS TO PRACTICE PROBLEMS

1.5 The general formula is

$$
1+3+5+\cdots+(2 n-1)=n^{2}
$$

and we have already seen that this is true for $n=1$. For the induction step, let $k \in \mathbb{N}$ and suppose that $1+3+5+\cdots+(2 k-1)=k^{2}$. Then

$$
\begin{aligned}
1+3+5+\cdots+(2 k-1)+(2 k+1) & =k^{2}+(2 k+1) \\
& =(k+1)^{2} .
\end{aligned}
$$

Since this is the formula for $n=k+1$, we conclude by induction that the formula holds for all $n \in \mathbb{N}$.

## 1 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $S$ is a nonempty subset of $\mathbb{N}$, then there exists an element $m \in S$ such that $m \geq k$ for all $k \in S$.
(b) The principle of mathematical induction enables us to prove that a statement is true for all natural numbers without directly verifying it for each number.
2. Mark each statement True or False. Justify each answer.
(a) A proof using mathematical induction consists of two parts: establishing the basis for induction and verifying the induction hypothesis.
(b) Suppose $m$ is a natural number greater than 1. To prove $P(k)$ is true for all $k \geq m$, we must first show that $P(k)$ is false for all $k$ such that $1 \leq k<m$.
*3. Prove that $1^{2}+2^{2}+\cdots+n^{2}=\frac{1}{6} n(n+1)(2 n+1)$ for all $n \in \mathbb{N}$.
*4. Prove that $1^{3}+2^{3}+\cdots+n^{3}=\frac{1}{4} n^{2}(n+1)^{2}$ for all $n \in \mathbb{N}$.
3. Prove that $1^{3}+2^{3}+\cdots+n^{3}=(1+2+\cdots+n)^{2}$ for all $n \in \mathbb{N}$. $\hat{\boldsymbol{s}}$
*6. Prove that

$$
\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\cdots+\frac{1}{n(n+1)}=\frac{n}{n+1}, \text { for all } n \in \mathbb{N} .
$$

*7. Prove that $1+r+r^{2}+\cdots+r^{n}=\left(1-r^{n+1}\right) /(1-r)$ for all $n \in \mathbb{N}$, when $r \neq 1$. ${ }^{*}$
*8. Prove that

$$
\frac{1}{3}+\frac{1}{15}+\frac{1}{35}+\cdots+\frac{1}{4 n^{2}-1}=\frac{n}{2 n+1}, \text { for all } n \in \mathbb{N}
$$

9. Prove that $1+2+2^{2}+\cdots+2^{n-1}=2^{n}-1$, for all $n \in \mathbb{N}$.
10. Prove that $1(1!)+2(2!)+\cdots+n(n!)=(n+1)!-1$, for all $n \in \mathbb{N}$.
11. Prove that

$$
\frac{1}{2!}+\frac{2}{3!}+\cdots+\frac{n}{(n+1)!}=1-\frac{1}{(n+1)!}, \text { for all } n \in \mathbb{N}
$$

12. Prove that $1+2 \cdot 2+3 \cdot 2^{2}+\cdots+n 2^{n-1}=(n-1) 2^{n}+1$, for all $n \in \mathbb{N}$.
13. Prove that $5^{2 n}-1$ is a multiple of 8 for all $n \in \mathbb{N}$. $\hat{z}$
14. Prove that $9^{n}-4^{n}$ is a multiple of 5 for all $n \in \mathbb{N}$.
15. Prove that $12^{n}-5^{n}$ is a multiple of 7 for all $n \in \mathbb{N}$.
16. If $a, b$, and $c \in \mathbb{N}$ such that $a-b$ is a multiple of $c$, prove that $a^{n}-b^{n}$ is a multiple of $c$ for all $n \in \mathbb{N}$.
17. Indicate what is wrong with each of the following induction "proofs."
(a) Theorem: For each $n \in \mathbb{N}$, let $P(n)$ be the statement "Any collection of $n$ marbles consists of marbles of the same color." Then $P(n)$ is true for all $n \in \mathbb{N}$.
Proof: Clearly, $P(1)$ is a true statement. Now suppose that $P(k)$ is a true statement for some $k \in \mathbb{N}$. Let $S$ be a collection of $k+1$ marbles. If one marble, call it $x$, is removed, then the induction hypothesis applied to the remaining $k$ marbles implies that these $k$ marbles all have the same color. Call this color $C$. Now if $x$ is returned to the set $S$ and a different marble is removed, then again the remaining $k$ marbles must all be of the same color $C$. But one of these marbles is $x$, so in fact all $k+1$ marbles have the same color $C$. Thus $P(k+1)$ is true, and by induction we conclude that $P(n)$ is true for all $n \in \mathbb{N}$.
(b) Theorem: For each $n \in \mathbb{N}$, let $P(n)$ be the statement " $n^{2}+7 n+3$ is an even integer." Then $P(n)$ is true for all $n \in \mathbb{N}$.
Proof: Suppose that $P(k)$ is true for some $k \in \mathbb{N}$. That is, $k^{2}+7 k+3$ is an even integer. But then

$$
\begin{aligned}
(k+1)^{2}+7(k+1)+3 & =\left(k^{2}+2 k+1\right)+7 k+7+3 \\
& =\left(k^{2}+7 k+3\right)+2(k+4)
\end{aligned}
$$

and this number is even, since it is the sum of two even numbers. Thus $P(k+1)$ is true. We conclude by induction that $P(n)$ is true for all $n \in \mathbb{N}$.
18. Prove that $2+5+8+\cdots+(3 n-1)=\frac{1}{2} n(3 n+1)$ for all $n \in \mathbb{N}$.
19. Conjecture a formula for the sum $5+9+13+\cdots+(4 n+1)$, and prove your conjecture using mathematical induction. is
20. Prove that

$$
(2)(6)(10)(14) \cdots(4 n-2)=\frac{(2 n)!}{n!}, \text { for all } n \in \mathbb{N} \text {. }
$$

21. Prove that $\left(1-\frac{1}{2^{2}}\right)\left(1-\frac{1}{3^{2}}\right)\left(1-\frac{1}{4^{2}}\right) \cdots\left(1-\frac{1}{n^{2}}\right)=\frac{n+1}{2 n}$, for all $n \in \mathbb{N}$ with $n \geq 2$.
22. Prove that $(\cos x+i \sin x)^{n}=\cos (n x)+i \sin (n x)$, for all $n \in \mathbb{N}$, where $i=$ $\sqrt{-1}$. You may use the identities $\cos (a+b)=\cos a \cos b-\sin a \sin b$ and $\sin (a+b)=\sin a \cos b+\cos a \sin b$.
23. Indicate for which natural numbers $n$ the given inequality is true. Prove your answers by induction.
(a) $n^{2} \leq n$ ! $\Delta$
(b) $n^{2} \leq 2^{n}$
(c) $2^{n} \leq n$ !
*24. Use induction to prove Bernoulli's inequality: If $1+x>0$, then $(1+x)^{n} \geq$ $1+n x$ for all $n \in \mathbb{N}$.
24. Prove that for all integers $x \geq 8, x$ can be written in the form $3 m+5 n$, where $m$ and $n$ are nonnegative integers. $\stackrel{\Delta}{s}$
25. Consider the statement "For all integers $x \geq k, x$ can be written in the form $5 m+7 n$, where $m$ and $n$ are nonnegative integers."
(a) Find the smallest value of $k$ that makes the statement true.
(b) Prove the statement is true with $k$ as in part (a).
*27. Prove the principle of strong induction: Let $P(n)$ be a statement that is either true or false for each $n \in \mathbb{N}$. Then $P(n)$ is true for all $n \in \mathbb{N}$ provided that
(a) $P(1)$ is true, and

(b) for each $k \in \mathbb{N}$, if $P(j)$ is true for all integers $j$ such that $1 \leq j \leq k$, then $P(k+1)$ is true. |  |
| :---: |

28. Prove that for every $n \in \mathbb{N}$ there exists $k \in \mathbb{N}$ such that $n \leq k^{2} \leq 2 n$.
29. In the song "The Twelve Days of Christmas," gifts are sent on successive days according to the following pattern:

First day: A partridge in a pear tree.
Second day: Two turtledoves and another partridge.
Third day: Three French hens, two turtledoves, and a partridge.
And so on.
For each $i=1, \ldots, 12$, let $g_{i}$ be the number of gifts sent on the $i$ th day. Then $g_{1}=1$, and for $i=2, \ldots, 12$ we have

$$
g_{i}=g_{i-1}+i
$$

Now let $t_{n}$ be the total number of gifts sent during the first $n$ days of Christmas. Find a formula for $t_{n}$ in the form

$$
t_{n}=\frac{n(n+a)(n+b)}{c}
$$

where $a, b, c \in \mathbb{N}$. is
30. Define the binomial coefficient $\binom{n}{r}$ by

$$
\binom{n}{r}=\frac{n!}{r!(n-r)!} \quad \text { for } r=0,1,2, \ldots, n
$$

(a) Show that

$$
\binom{n}{r}+\binom{n}{r-1}=\binom{n+1}{r} \text { for } r=1,2,3, \ldots, n
$$

*(b) Use part (a) and mathematical induction to prove the binomial theorem:

$$
\begin{aligned}
(a+b)^{n} & =\binom{n}{0} a^{n}+\binom{n}{1} a^{n-1} b+\cdots+\binom{n}{r} a^{n-r} b^{r}+\cdots+\binom{n}{n} b^{n} \\
& =a^{n}+n a^{n-1} b+\frac{1}{2} n(n-1) a^{n-2} b^{2}+\cdots+n a b^{n-1}+b^{n}
\end{aligned}
$$

31. Prove Theorem 1.6 by using the well-ordering property of $\mathbb{N}$ instead of the principle of mathematical induction. is
32. Use the principle of mathematical induction to prove the well-ordering property of $\mathbb{N}$. Thus we could have taken Theorem 1.2 as an axiom and derived 1.1 as a theorem.

Exercise 33 illustrates how the basic properties of addition of natural numbers can be derived from a few simple axioms. These axioms are called the Peano axioms in honor of the Italian mathematician Giuseppe Peano, who developed this approach in the late nineteenth century. We suppose that there exist a set $P$ whose elements are called natural numbers and a relation of successor with the following properties:

P1. There exists a natural number, denoted by 1 , that is not the successor of any other natural number.
P2. Every natural number has a unique successor. If $m \in P$, then we let $m^{\prime}$ denote the successor of $m$.
P3. Every natural number except 1 is the successor of exactly one natural number.
P4. If $M$ is a set of natural numbers such that
(i) $1 \in M$ and
(ii) for each $k \in P$, if $k \in M$, then $k^{\prime} \in M$, then $M=P$.

Axioms P1 to P3 express the intuitive notion that 1 is the first natural number and that we can progress through the natural numbers in succession one at a time. Axiom P4 is the equivalent of the principle of mathematical induction. Using these axioms, we can define what addition means. We begin by defining what it means to add 1 .

D1. For every $n \in P$, define $n+1=n^{\prime}$.
That is, $n+1$ is the unique successor of $n$ whose existence is guaranteed by axiom P2. Following this pattern, it is clear that we want to define $n+2=$ $(n+1)+1, n+3=[(n+1)+1]+1$, and so on. To define $n+m$ for all $m \in P$, we use a recursive definition:

D2. Let $n, m \in P$. If $m=k^{\prime}$ and $n+k$ is defined, then define $n+m$ to be $(n+k)^{\prime}$.

That is, $n+k^{\prime}=(n+k)^{\prime}$ or, equivalently, $n+(k+1)=(n+k)+1$. Note that if $m \neq 1$, then the existence of $k$ is assured by axiom P3. Now for the exercise. At
33. (a) Prove that $n+m$ is defined for all $n, m \in P$.
(b) Prove that $n+1=1+n$ for all $n \in P$.
(c) Prove that $m^{\prime}+n=(m+n)^{\prime}$ for all $m, n \in P$.
(d) Prove that addition is commutative. That is, prove that $n+m=m+n$ for all $m, n \in P$.
(e) Prove that addition is associative. That is, prove that $(m+n)+p=$ $m+(n+p)$ for all $m, n, p \in P$.

For the sake of completeness, we indicate how multiplication can be defined using the Peano axioms. As you would expect by now, the definition is recursive.

D3. For every $n \in P$, define $n \times 1=n$.
D4. Let $m, n \in P$. If $m=k^{\prime}$ and $n \times k$ is defined, then define $n \times m$ to be $(n \times k)+n$. That is, $n \times(k+1)=(n \times k)+n$.
The reader is invited to prove some of the basic properties of multiplication using D3 and D4. For a complete discussion of the development of $\mathbb{N}$ from the Peano axioms, see Henkin and others (1962).

## Section 2 ORDERED FIELDS

The set $\mathbb{R}$ of real numbers can be described as a "complete ordered field." In this section we present the axioms of an ordered field and in the next section we give the completeness axiom. The purpose of this development is to identify the basic properties that characterize the real numbers. After stating the axioms of an ordered field, we derive some of the basic algebraic properties that the reader no doubt has used for years without question. It is not our intent to derive all these properties, but simply to illustrate how this might be done by giving a few examples. Other properties are left for the reader to prove as exercises. Having done this, we shall subsequently assume familiarity with all the basic algebraic properties (whether we have proved them specifically or not).

We begin by assuming the existence of a set $\mathbb{R}$, called the set of real numbers, and two operations "+" and ".", called addition and multiplication, such that the following properties apply:

A1. For all $x, y \in \mathbb{R}, x+y \in \mathbb{R}$ and if $x=w$ and $y=z$, then $x+y=$ $w+z$.
A2. For all $x, y \in \mathbb{R}, x+y=y+x$.
A3. For all $x, y, z \in \mathbb{R}, x+(y+z)=(x+y)+z$.
A4. There is a unique real number 0 such that $x+0=x$, for all $x \in \mathbb{R}$.
A5. For each $x \in \mathbb{R}$ there is a unique real number $-x$ such that $x+(-x)$ $=0$.

M1. For all $x, y \in \mathbb{R}, x \cdot y \in \mathbb{R}$ and if $x=w$ and $y=z$, then $x \cdot y=w \cdot z$.
M2. For all $x, y \in \mathbb{R}, x \cdot y=y \cdot x$.
M3. For all $x, y, z \in \mathbb{R}, x \cdot(y \cdot z)=(x \cdot y) \cdot z$.
M4. There is a unique real number 1 such that $1 \neq 0$ and $x \cdot 1=x$ for all $x \in \mathbb{R}$.
M5. For each $x \in \mathbb{R}$ with $x \neq 0$, there is a unique real number $1 / x$ such that $x \cdot(1 / x)=1$. We also write $x^{-1}$ or $\frac{1}{x}$ in place of $1 / x$.
DL. For all $x, y, z \in \mathbb{R}, x \cdot(y+z)=x \cdot y+x \cdot z$.

These first 11 axioms are called the field axioms because they describe a system known as a field in the study of abstract algebra. Axioms A2 and M2 are called the commutative laws and axioms A3 and M3 are the associative laws. Axiom DL is the distributive law that shows how addition and multiplication relate to each other. Because of axioms A1 and M1, we can think of addition and multiplication as functions that map $\mathbb{R} \times \mathbb{R}$ into $\mathbb{R}$. When writing multiplication we often omit the raised dot and write $x y$ instead of $x \cdot y$.

The other basic operations are defined as follows: The difference $x-y$ is defined to be the $\operatorname{sum} x+(-y)$. The quotient $\frac{x}{y}$ is defined to be the product $x \cdot \frac{1}{y}$. And we may let 2 represent $1+1$ and $x^{2}$ represent $x \cdot x$, etc.
2.1 PRACTICE Show that the set of irrational numbers with addition and multiplication is not a field. In particular, show that axioms A1 and M1 do not apply.

In addition to the field axioms, the real numbers also satisfy four order axioms. These axioms identify the properties of the relation " $<$ ". As is common practice, we may write $y>x$ instead of $x<y$, and $x \leq y$ is an abbreviation for " $x<y$ or $x=y$." The notation " $\geq$ " is defined analogously. A real number $x$ is called nonnegative if $x \geq 0$ and positive if $x>0$. A pair of simultaneous inequalities such as " $x<y$ and $y<z$ " is often written in the shorter form " $x<y<z$."

The relation " $<$ " satisfies the following properties:
O1. For all $x, y \in \mathbb{R}$, exactly one of the relations $x=y, x>y$, or $x<y$ holds (trichotomy law).
O2. For all $x, y, z \in \mathbb{R}$, if $x<y$ and $y<z$, then $x<z$.
O3. For all $x, y, z \in \mathbb{R}$, if $x<y$, then $x+z<y+z$.
O4. For all $x, y, z \in \mathbb{R}$, if $x<y$ and $z>0$, then $x z<y z$.
The following theorem illustrates how the axioms may be used to derive some familiar algebraic properties.
2.2 THEOREM Let $x, y$, and $z$ be real numbers.
(a) If $x+z=y+z$, then $x=y$.
(b) $x \cdot 0=0$.
(c) $-0=0$.
(d) $(-1) \cdot x=-x$.
(e) $x y=0$ iff $x=0$ or $y=0$.
(f) $x<y$ iff $-y<-x$.
(g) If $x<y$ and $z<0$, then $x z>y z$.

Proof: (a) If $x+z=y+z$, then

$$
\begin{aligned}
(x+z)+(-z) & =(y+z)+(-z) & & \text { by A5 and A1, } \\
x+[z+(-z)] & =y+[z+(-z)] & & \text { by A3, } \\
x+0 & =y+0 & & \text { by A5, } \\
x & =y & & \text { by A4. }
\end{aligned}
$$

(b) For any $x \in \mathbb{R}$ we have

$$
\begin{aligned}
x \cdot 0 & =x \cdot(0+0) & & \text { by A4, } \\
x \cdot 0 & =x \cdot 0+x \cdot 0 & & \text { by DL, } \\
0+x \cdot 0 & =x \cdot 0+x \cdot 0 & & \text { by A4 and A2, } \\
0 & =x \cdot 0 & & \text { by part (a). }
\end{aligned}
$$

(c) We have $0+0=0$ by A4. But by A5, -0 is the unique number which added to 0 gives 0 . So -0 must be equal to 0 .
(d) For any $x \in \mathbb{R}$ we have

$$
\begin{aligned}
x+(-1) \cdot x & =x+x \cdot(-1) & & \text { by M2, } \\
& =x \cdot 1+x \cdot(-1) & & \text { by M4, } \\
& =x \cdot[1+(-1)] & & \text { by DL, } \\
& =x \cdot 0 & & \text { by A5, } \\
& =0 & & \text { by part (b). }
\end{aligned}
$$

Thus $(-1) \cdot x=-x$ by the uniqueness of $-x$ in A5.
(e) See Practice 2.3.
(f) Suppose that $x<y$. Then

$$
\begin{aligned}
x+[(-x)+(-y)] & <y+[(-x)+(-y)] & & \text { by O3, } \\
x+[(-x)+(-y)] & <y+[(-y)+(-x)] & & \text { by A2, } \\
{[x+(-x)]+(-y) } & <[y+(-y)]+(-x) & & \text { by A3, } \\
0+(-y) & <0+(-x) & & \text { by A5, } \\
-y & <-x & & \text { by A2 and A4. }
\end{aligned}
$$

The converse is similar.
(g) See Practice 2.4.
2.3 PRACTICE Fill in the blanks in the following proof of Theorem 2.2(e).

Theorem: $x y=0$ iff $x=0$ or $y=0$.
Proof: If $x=0$ or $y=0$, then $x y=0$ by 2.2(b) and M2. Conversely, suppose that $x y=0$ and $x \neq 0$. By tautology " $[p \Rightarrow(q \vee r)] \Leftrightarrow[(p \wedge \sim q)$ $\Rightarrow r]^{\prime \prime}$, it suffices to show that $y=0$. Since $x \neq 0,1 / x$ exists by (a)
$\qquad$ Thus

$$
\begin{array}{ll}
0=\frac{1}{x} \cdot 0 & \text { by }(\mathrm{b}) \\
0=\frac{1}{x} \cdot(x y) & \text { since } x y=0, \\
0=\left(\frac{1}{x} \cdot x\right) y & \text { by (c) } \\
0=\left(x \cdot \frac{1}{x}\right) y & \text { by (d) } \\
0=1 \cdot y & \text { by (e) } \\
0=y & \text { by }(\mathrm{f})
\end{array}
$$

### 2.4 PRACTICE

Fill in the blanks in the following proof of Theorem 2.2(g).
Theorem: If $x<y$ and $z<0$, then $x z>y z$.
Proof: Suppose $x<y$ and $z<0$. Then $-z>-0$ by part (f) and $-z>0$ by part (c). Thus $x(-z)<y(-z)$ by (a) $\qquad$ . But

$$
\begin{array}{rlrl}
x(-z) & =x[(-1)(z)] & \text { by }(\mathrm{b}) \\
& =[x(-1)] z & \text { by (c) } \\
& =[(-1)(x)] z & \text { by (d) } \\
& =(-1)(x z) & \text { by (e) } \\
& =-x z & & \text { by (f) }
\end{array}
$$ ,

Similarly, $y(-z)=-y z$. Thus $-x z<-y z$. But then $y z<x z$ by (g) $\qquad$ .

We have listed the field axioms and the order axioms as properties of the real numbers. But in fact they are of interest in their own right. Any mathematical system that satisfies these 15 axioms is called an ordered field. Thus the real numbers are an example of an ordered field. But there are other examples as well. In particular, the rational numbers $\mathbb{Q}$ are also an ordered field. Recall that

$$
\mathbb{Q}=\left\{\frac{m}{n}: m, n \in \mathbb{Z} \text { and } n \neq 0\right\},
$$

where $\mathbb{Z}=\{0,1,-1,2,-2,3,-3, \ldots\}$. Since the rational numbers are a subset of the reals, the commutative and associative laws and the order axioms are automatically satisfied. ${ }^{\dagger}$ Since 0 and 1 are rational numbers, axioms A4 and M4 apply. Since $-(m / n)=(-m) / n$ and $(m / n)^{-1}=n / m$, axioms A5 and M5 hold. It remains to show that the sum and product of two rationals are also rational.
2.5 PRACTICE Let $a / b$ and $c / d$ be rational numbers with $a, b, c, d \in \mathbb{Z}$. Show that

$$
\frac{a}{b}+\frac{c}{d} \text { and } \frac{a}{b} \cdot \frac{c}{d}
$$

are rational.
2.6 EXAMPLE For a more unusual example of an ordered field, let $\mathbb{F}$ be the set of all rational functions. That is, $\mathbb{F}$ is the set of all quotients of polynomials. A typical element of $\mathbb{F}$ looks like

$$
\frac{a_{n} x^{n}+\cdots+a_{1} x+a_{0}}{b_{k} x^{k}+\cdots+b_{1} x+b_{0}}
$$

where the coefficients are real numbers and $b_{k} \neq 0$. Using the usual rules for adding, subtracting, multiplying, and dividing polynomials, it is not difficult to verify that $\mathbb{F}$ is a field.

We can define an order on $\mathbb{F}$ by saying that a quotient such as above is positive iff $a_{n}$ and $b_{k}$ have the same sign; that is, $a_{n} \cdot b_{k}>0$. For example,

$$
\frac{3 x^{2}+4 x-1}{7 x^{5}+5}>0
$$

since $(3)(7)>0$, but

$$
\frac{4 x^{5}+3 x-2}{6 x^{2}-7 x^{3}}<0
$$

since $(4)(-7)<0$.
If $p / q$ and $f / g$ are rational functions, then we say that

$$
\frac{p}{q}>\frac{f}{g} \quad \text { iff } \quad \frac{p}{q}-\frac{f}{g}>0
$$

${ }^{\dagger}$ We have not proved that $\mathbb{Q} \subseteq \mathbb{R}$, but this relationship should come as no surprise to the reader. A rigorous proof may be found in Stewart and Tall (1977).

That is,

$$
\frac{p}{q}>\frac{f}{g} \quad \text { iff } \quad \frac{p g-f q}{q g}>0 .
$$

The verification that " $>$ " satisfies the order axioms is left to the reader (Exercise 11). It turns out that the ordered field $\mathbb{F}$ has a number of interesting properties, as we shall see later in the chapter.
2.7 PRACTICE Consider the field $\mathbb{F}$ of rational functions defined in Example 2.6.
(a) Which is larger, $x^{2}$ or $3 / x$ ?
(b) Which is larger, $x /(x+2)$ or $x /(x+1)$ ?

There is one more algebraic property of the real numbers to which we give special attention because of its frequent use in proofs in analysis, and because it may not be familiar to the reader.
2.8 THEOREM Let $x, y \in \mathbb{R}$ such that $x \leq y+\varepsilon$ for every $\varepsilon>0$. Then $x \leq y$.

Proof: We shall establish the contrapositive. By axiom O1, the negation of $x \leq y$ is $x>y$. Thus we suppose that $x>y$ and we must show that there exists an $\varepsilon>0$ such that $x>y+\varepsilon$. Let $\varepsilon=(x-y) / 2$. Since $x>y$, $\varepsilon>0$. Furthermore,

$$
y+\varepsilon=y+\frac{x-y}{2}=\frac{x+y}{2}<\frac{x+x}{2}=x,
$$

as required.

Many of the proofs in analysis involve manipulating inequalities, and one useful tool in working with inequalities is the concept of absolute value.
2.9 DEFINITION If $x \in \mathbb{R}$, then the absolute value of $x$, denoted by $|x|$, is defined by

$$
|x|=\left\{\begin{aligned}
x, & \text { if } x \geq 0 \\
-x, & \text { if } x<0
\end{aligned}\right.
$$

The basic properties of absolute value are summarized in the following theorem.
2.10 THEOREM Let $x, y \in \mathbb{R}$ and let $a \geq 0$. Then
(a) $|x| \geq 0$,
(b) $|x| \leq a$ iff $-a \leq x \leq a$,
(c) $|x y|=|x| \cdot|y|$,
(d) $|x+y| \leq|x|+|y|$.

Proof: (a) There are two cases. If $x \geq 0$, then $|x|=x \geq 0$. On the other hand, if $x<0$, then $|x|=-x>0$. In both cases $|x| \geq 0$.
(b) Since $x=|x|$ or $x=-|x|$, it follows that $-|x| \leq x \leq|x|$. Now if $|x| \leq a$, then we have

$$
-a \leq-|x| \leq x \leq|x| \leq a .
$$

Conversely, suppose that $-a \leq x \leq a$. If $x \geq 0$, then $|x|=x \leq a$. And if $x<0$, then $|x|=-x \leq a$. In both cases, $|x| \leq a$.
(c) See Exercise 5.
(d) As in part (b), we have

$$
-|x| \leq x \leq|x| \text { and }-|y| \leq y \leq|y| .
$$

Adding the inequalities together, we obtain

$$
-(|x|+|y|) \leq x+y \leq|x|+|y|,
$$

which implies that $|x+y| \leq|x|+|y|$ by part (b).

Part (d) of Theorem 2.10 is referred to as the triangle inequality:

$$
|x+y| \leq|x|+|y| .
$$

It is also useful in other forms. For example, letting $x=a-c$ and $y=c-b$, we obtain

$$
|a-b| \leq|a-c|+|c-b| .
$$

If we think of the real numbers as being points on a line, then $|a-b|$ represents the distance from $a$ to $b$. Thus the distance from $a$ to $b$ is less than or equal to the sum of the distances from $a$ to $c$ and $c$ to $b$. It is possible to generalize this to higher dimensions, where $a, b$, and $c$ are the vertices of a triangle. It is this more general setting that gives rise to the name "triangle inequality." (See Section 6.)

## Review of Key Terms in Section 2

Field axioms
Order axioms Trichotomy law
Absolute value

## ANSWERS TO PRACTICE PROBLEMS

2.1 Axiom A1 does not apply to the irrational numbers because, for example, $3-\sqrt{5}$ and $3+\sqrt{5}$ are both irrational, but their sum, 6 , is rational. Likewise, the product of $3-\sqrt{5}$ and $3+\sqrt{5}$ is 4 , which is rational.
2.3 (a) M5;
(b) Theorem 2.2(d);
(c) M3;
(d) M2;
(e) M5; (f) M2 and M4.
2.4 (a) O4; (b) Theorem 2.2(c); (c) M3; (d) M2; (e) M3;
(f) Theorem 2.2(d); (g) Theorem 2.2(f).
2.5 From the usual rules of arithmetic we have

$$
\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d} \quad \text { and } \quad \frac{a}{b} \cdot \frac{c}{d}=\frac{a c}{b d} .
$$

Since sums and products of integers are always integers,

$$
\frac{a d+b c}{b d} \text { and } \frac{a c}{b d}
$$

are both rational.
2.7 (a) $\frac{x^{2}}{1}-\frac{3}{x}=\frac{x^{3}-3}{x}>0$, so $x^{2}>\frac{3}{x}$.
(b) $\frac{x}{x+2}-\frac{x}{x+1}=\frac{-x}{x^{2}+3 x+2}<0$, so $\frac{x}{x+2}<\frac{x}{x+1}$.

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) Axioms A1 to A5, M1 to M5, and DL describe an algebraic system known as a field.
(b) The property that $x+y=y+x$ for all $x, y \in \mathbb{R}$ is called an associative law.
(c) If $x, y, z \in \mathbb{R}$ and $x<y$, then $x z<y z$.
2. Mark each statement True or False. Justify each answer.
(a) Axioms A 1 to A5, M1 to M5, DL, and O1 to O4 describe an algebraic system known as an ordered field.
(b) If $x, y \in \mathbb{R}$ and $x<y+\varepsilon$ for every $\varepsilon>0$, then $x<y$.
(c) If $x, y \in \mathbb{R}$, then $|x+y|=|x|+|y|$.
3. Let $x, y$, and $z$ be real numbers. Prove the following.
(a) $-(-x)=x$. $\stackrel{\star}{ }$
(b) $(-x) \cdot y=-(x y)$ and $(-x) \cdot(-y)=x y$.
(c) If $x \neq 0$, then $(1 / x) \neq 0$ and $1 /(1 / x)=x$.
(d) If $x \cdot z=y \cdot z$ and $z \neq 0$, then $x=y$.
(e) If $x \neq 0$, then $x^{2}>0$. $\lambda$
(f) $0<1 . \dot{z}$
(g) If $x>1$, then $x^{2}>x$.
(h) If $0<x<1$, then $x^{2}<1$.
(i) If $x>0$, then $1 / x>0$. If $x<0$, then $1 / x<0$.
(j) If $0<x<y$, then $0<1 / y<1 / x$.
(k) If $x y>0$, then either (i) $x>0$ and $y>0$, or (ii) $x<0$ and $y<0$.
(l) For each $n \in \mathbb{N}$, if $0<x<y$, then $x^{n}<y^{n}$. is
(m) If $0<x<y$, then $0<\sqrt{x}<\sqrt{y}$. is
*4. Prove: If $x \geq 0$ and $x \leq \varepsilon$ for all $\varepsilon>0$, then $x=0$.
4. Prove Theorem 2.10(c): $|x y|=|x| \cdot|y|$. As
*6. (a) Prove: $||x|-|y|| \leq|x-y|$.
(b) Prove: If $|x-y|<c$, then $|x|<|y|+c$.
(c) Prove: If $|x-y|<\varepsilon$ for all $\varepsilon>0$, then $x=y$.
*7. Suppose that $x_{1}, x_{2}, \ldots, x_{n}$ are real numbers. Prove that

$$
\left|x_{1}+x_{2}+\cdots+x_{n}\right| \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{n}\right| \cdot \text { ¿ }
$$

8. Let $P=\{x \in \mathbb{R}: x>0\}$. Show that $P$ satisfies the following:
(a) If $x, y \in P$, then $x+y \in P$.
(b) If $x, y \in P$, then $x \cdot y \in P$.
(c) For each $x \in \mathbb{R}$, exactly one of the following three statements is true: $x \in P, x=0,-x \in P$.
9. Let $F$ be a field and suppose that $P$ is a subset of $F$ that satisfies the three properties in Exercise 8. Define $x<y$ iff $y-x \in P$. Prove that " $<$ " satisfies axioms O1, O2, and O3. Thus in defining an ordered field, either we can begin with the properties of " $<$ " as in the chapter, or we can begin by identifying a certain subset as "positive."
10. Prove that in any ordered field $F, a^{2}+1>0$ for all $a \in F$. Conclude from this that if the equation $x^{2}+1=0$ has a solution in a field, then that field cannot be ordered. (Thus it is not possible to define an order relation on the set of all complex numbers that will make it an ordered field.)
11. Let $\mathbb{F}$ be the field of rational functions described in Example 2.6.
(a) Show that the ordering given there satisfies the order axioms $\mathrm{O} 1, \mathrm{O} 2$, and O3. is
(b) Write the following polynomials in order of increasing size:

$$
x^{2},-x^{3}, 5, x+2,3-x \text {. }
$$

(c) Write the following functions in order of increasing size:

$$
\frac{x^{2}+2}{x-1}, \frac{x^{2}-2}{x+1}, \frac{x+1}{x^{2}-2}, \frac{x+2}{x^{2}-1}
$$

12. Let $S=\{a, b\}$ and define two operations $\oplus$ and $\otimes$ on $S$ by the following charts:

$$
\begin{array}{c|ccc|cc}
\oplus & a & b \\
\hline a & a & b & \begin{array}{ll}
\otimes & a \\
b & b \\
b & b
\end{array} a & b & a \\
\hline a & a & b
\end{array}
$$

(a) Verify that $S$ together with $\oplus$ and $\otimes$ satisfies the axioms of a field.
(b) Identify the elements of $S$ that are " 0, ," 1, " and " -1 ."
13. To actually construct the rationals $\mathbb{Q}$ from the integers $\mathbb{Z}$, let $S=\{(a, b): a, b$ $\in \mathbb{Z}$ and $b \neq 0\}$. Define an equivalence relation " $\sim$ " on $S$ by $(a, b) \sim(c, d)$ iff $a d=b c$. Then define the set $\mathbb{Q}$ of rational numbers to be the set of equivalence classes corresponding to $\sim$. Let the equivalence class determined by the ordered pair $(a, b)$ be denoted by $[a / b]$. Then $[a / b]$ is what we usually think of as the fraction $a / b$. For $a, b, c, d \in \mathbb{Z}$ with $b \neq 0$ and $d \neq 0$, we define addition and multiplication in $\mathbb{Q}$ by

$$
\begin{aligned}
{[a / b]+[c / d] } & =[(a d+b c) / b d] \\
{[a / b] \cdot[c / d] } & =[(a c) /(b d)]
\end{aligned}
$$

We say that $[a / b]$ is positive if $a b \in \mathbb{N}$. Since $a, b \in \mathbb{Z}$ with $b \neq 0$, this is equivalent to requiring $a b>0$. The set of positive rationals is denoted by $\mathbb{Q}^{+}$, and we define an order " $<$" on $\mathbb{Q}$ by

$$
x<y \quad \text { iff } \quad y-x \in \mathbb{Q}^{+} .
$$

(a) Verify that $\sim$ is an equivalence relation on $S$.
(b) Show that addition and multiplication are well-defined. That is, suppose $[a / b]=[p / q]$ and $[c / d]=[r / s]$. Show that $[(a d+b c) / b d]=[(p s+q r) / q s]$ and $[a c / b d]=[p r / q s]$.
(c) For any $b \in \mathbb{Z} \backslash\{0\}$, show that $[0 / b]=[0 / 1]$ and $[b / b]=[1 / 1]$.
(d) For any $a, b \in \mathbb{Z}$ with $b \neq 0$, show that $[a / b]+[0 / 1]=[a / b]$ and $[a / b] \cdot[1 / 1]=[a / b]$. Thus [0/1] corresponds to zero and [1/1] corresponds to 1.
(e) For any $a, b \in \mathbb{Z}$ with $b \neq 0$, show that $[a / b]+[(-a) / b]=[0 / 1]$ and $[a / b] \cdot[b / a]=[1 / 1]$.
(f) Verify that the set $\mathbb{Q}$ with addition, multiplication, and order as given above satisfies the axioms of an ordered field.
14. Construct the integers $\mathbb{Z}$ from the natural numbers $\mathbb{N}$ in a method similar to that used in Exercise 13 by defining an appropriate equivalence relation on $\mathbb{N} \times \mathbb{N}$.

## Section 3 THE COMPLETENESS AXIOM

In the preceding section we presented the field and order axioms of the real numbers. Although these axioms are certainly basic to the real numbers, by themselves they do not characterize $\mathbb{R}$. That is, we have seen that there are other mathematical systems that also satisfy these 15 axioms. In particular, the set $\mathbb{Q}$ of rational numbers is an ordered field. The one additional axiom that distinguishes $\mathbb{R}$ from $\mathbb{Q}$ (and from other ordered fields) is called the completeness axiom. Before presenting this axiom, let us look briefly at why it is needed-at why the rational numbers by themselves are inadequate for analysis.

Consider the graph of the function $f(x)=x^{2}-2$, as shown in Figure 1. It appears that the graph crosses the horizontal axis at a point between 1 and 2 . But does it really? How can we be sure? In other words, how can we be certain that there is a "number" $x$ on the axis such that $x^{2}-2=0$ ? It turns out that if the $x$-axis consists only of rational numbers, then no such number exists. That is, there is no rational number whose square is 2 . In fact, we can easily prove the more general result that $\sqrt{p}$ is irrational (not rational) for any prime number $p$. (Recall that an integer $p>1$ is prime iff its only divisors are 1 and $p$.)


Figure 1
3.1 THEOREM Let $p$ be a prime number. Then $\sqrt{p}$ is not a rational number.

Proof: We suppose that $\sqrt{p}$ is rational and obtain a contradiction. If $\sqrt{p}$ is rational, then we can write $\sqrt{p}=m / n$, where $m$ and $n$ are integers with no common factors other than 1 . Then $p n^{2}=m^{2}$, so $p$ must be a factor of $m^{2}$. Now the prime factored forms for $m$ and $m^{2}$ have exactly the same prime factors, so $p$ is a factor of $m$. That is, $m=k p$ for some integer $k$. But then $p n^{2}=k^{2} p^{2}$, so that $n^{2}=k^{2} p$. Thus $p$ is a factor
of $n^{2}$, and as above we conclude that $p$ is also a factor of $n$. Hence $p$ is a factor of both $m$ and $n$, contradicting the fact that they have no common factors other than 1 .

There are, of course, many other irrational numbers besides $\sqrt{p}$ when $p$ is prime. There are, in fact, more irrational numbers than there are rational. Thus, if we were to restrict our analysis to rational numbers, our "number line" would have uncountably many "holes" in it. It is these holes in the number line that the completeness axiom fills. To state this final axiom for $\mathbb{R}$, we need some preliminary definitions.

## Upper Bounds and Suprema

3.2 DEFINITION Let $S$ be a subset of $\mathbb{R}$. If there exists a real number $m$ such that $m \geq s$ for all $s \in S$, then $m$ is called an upper bound of $S$, and we say that $S$ is bounded above. If $m \leq s$ for all $s \in S$, then $m$ is a lower bound of $S$ and $S$ is bounded below. The set $S$ is said to be bounded if it is bounded above and bounded below.

If an upper bound $m$ of $S$ is a member of $S$, then $m$ is called the maximum (or largest element) of $S$, and we write

$$
m=\max S
$$

Similarly, if a lower bound of $S$ is a member of $S$, then it is called the minimum (or least element) of $S$, denoted by $\min S$.

A set may have upper or lower bounds, or it may have neither. If $m$ is an upper bound of $S$, then any number greater than $m$ is also an upper bound. While a set may have many upper and lower bounds, if it has a maximum or a minimum, then those values are unique. [See Exercise 6(b).] Thus we speak of an upper bound and the maximum.

### 3.3 EXAMPLE

(a) The set $S=\{2,4,6,8\}$ is bounded above by $8,9,8 \frac{1}{2}, \pi^{2}$, and any other real number greater than or equal to 8 . Since $8 \in S$, we have max $S=8$. Similarly, $S$ has many lower bounds, including 2, which is the largest of the lower bounds and the minimum of $S$. (See Figure 2.) It is easy to see that any finite set is bounded and always has a maximum and a minimum.


Figure $2 S=\{2,4,6,8\}$
(b) The interval $[0, \infty)$ is not bounded above. It is bounded below by any nonpositive number, and of these lower bounds, 0 is the largest. Since $0 \in[0, \infty), 0$ is the minimum of $[0, \infty)$. (See Figure 3.)


Figure $3 S=[0, \infty)$
(c) The interval $(0,4]$ has a maximum of 4 , and this is the smallest of the upper bounds. It is bounded below by any nonpositive number, and of these lower bounds, 0 is the largest. Since $0 \notin(0,4]$, the set has no minimum. (See Figure 4.)


Figure $4 \quad S=(0,4]$
(d) The empty set $\varnothing$ is bounded above by any $m \in \mathbb{R}$. (The condition $m \geq s$ for all $s \in \varnothing$ is equivalent to the implication "if $s \in \varnothing$, then $m \geq s$." This implication is true since the antecedent is false.) Likewise, $\varnothing$ is bounded below by any real $m$.
(e) Any subset of a bounded set will also be bounded. Indeed, if $T \subseteq S$ and $m$ is an upper bound of $S$, then $m$ will also be an upper bound of $T$. The same holds for lower bounds.
3.4 PRACTICE Find upper and lower bounds, the maximum, and the minimum of the set $T=\{q \in \mathbb{Q}: 0 \leq q \leq \sqrt{2}\}$, if they exist.

Since any number larger than an upper bound is also an upper bound, we have found it useful to identify the smallest or least upper bound in our examples. It is also helpful to know the greatest of the lower bounds.
3.5 DEFINITION Let $S$ be a nonempty subset of $\mathbb{R}$. If $S$ is bounded above, then the least upper bound of $S$ is called its supremum and is denoted by sup $S$. Thus $m=\sup S$ iff
(a) $m \geq s$, for all $s \in S$, and
(b) if $m^{\prime}<m$, then there exists $s^{\prime} \in S$ such that $s^{\prime}>m^{\prime}$.

If $S$ is bounded below, then the greatest lower bound of $S$ is called its infimum and is denoted by inf $S$.
3.6 PRACTICE Characterize $\inf S$ in a way analogous to that given for $\sup S$.

It is easy to show (Exercise 6) that if a set has a supremum, then it is unique. What may not be clear is whether a set that is bounded above must have a least upper bound. Indeed, the set $T=\{q \in \mathbb{Q}: 0 \leq q \leq \sqrt{2}\}$ in Practice 3.4 does not have a supremum when considered as a subset of $\mathbb{Q}$. The problem is that $\sup T=\sqrt{2}$, and $\sqrt{2}$ is one of the "holes" in $\mathbb{Q}$.

When considering subsets of $\mathbb{R}$, it has been true that each set bounded above has had a least upper bound. This supremum may be a member of the set, as in the interval $[0,1]$, or it may be outside the set, as in the interval $[0,1)$, but in both cases the supremum exists as a real number. This fundamental difference between $\mathbb{Q}$ and $\mathbb{R}$ is the basis for our final axiom of the real numbers, the completeness axiom:

Every nonempty subset $S$ of $\mathbb{R}$ that is bounded above has a least upper bound. That is, $\sup S$ exists and is a real number.

While the completeness axiom refers only to sets that are bounded above, the corresponding property for sets bounded below follows readily. Indeed, suppose that $S$ is a nonempty subset of $\mathbb{R}$ that is bounded below. Then the set $-S=\{-s: s \in S\}$ is bounded above, and the completeness axiom implies the existence of a supremum, say $m$. It follows (Exercise 7) that $-m$ is the infimum of $S$. Thus every nonempty subset of $\mathbb{R}$ that is bounded below has a greatest lower bound.

To illustrate the techniques of working with suprema, we include the following two theorems. It goes without saying that analogous results hold for infima.
3.7 THEOREM Given nonempty subsets $A$ and $B$ of $\mathbb{R}$, let $C$ denote the set

$$
C=\{x+y: x \in A \text { and } y \in B\} .
$$

If $A$ and $B$ have suprema, then $C$ has a supremum and

$$
\sup C=\sup A+\sup B
$$

Proof: Let $\sup A=a$ and $\sup B=b$. If $z \in C$, then $z=x+y$ for some $x \in A$ and $y \in B$. Thus $z=x+y \leq a+b$, so $a+b$ is an upper bound of $C$. By the completeness axiom, $C$ has a least upper bound, say $\sup C=c$. We must show that $c=a+b$. Since $c$ is the least upper bound of $C$, we have $c \leq a+b$.

To see that $a+b \leq c$, choose any $\varepsilon>0$. Since $a=\sup A, a-\varepsilon$ is not an upper bound of $A$, and there must exist $x \in A$ such that $x>a-\varepsilon$. Similarly, since $b=\sup B$, there exists $y \in B$ such that $y>b-\varepsilon$. (See Figure 5.) Combining these inequalities, we obtain $x+y>a+b-2 \varepsilon$. Since $x+y \in C$ and $c=\sup C$, we have

$$
c>a+b-2 \varepsilon
$$

That is, $a+b<c+2 \varepsilon$ for every $\varepsilon>0$. Thus by Theorem 2.8, $a+b \leq c$.
Finally, since $c \leq a+b$ and $c \geq a+b$, we conclude that $c=a+b$.


Figure 5 Proving $a+b \leq c$
3.8 THEOREM Suppose that $D$ is a nonempty set and that $f: D \rightarrow \mathbb{R}$ and $g: D \rightarrow \mathbb{R}$. If for every $x, y \in D, f(x) \leq g(y)$, then $f(D)$ is bounded above and $g(D)$ is bounded below. Furthermore, $\sup f(D) \leq \inf g(D)$.

Proof: Given any $z \in D$, we have $f(x) \leq g(z)$, for all $x \in D$. Thus $f(D)$ is bounded above by $g(z)$. It follows that the least upper bound of $f(D)$ is no larger than $g(z)$. That is, $\sup f(D) \leq g(z)$. Since this last inequality holds for all $z \in D, g(D)$ is bounded below by $\sup f(D)$. Thus the greatest lower bound of $g(D)$ is no smaller than $\sup f(D)$. That is, $\inf g(D) \geq \sup f(D)$.

## The Archimedean Property

One of the important consequences of the completeness axiom is called the Archimedean property. It states that the natural numbers $\mathbb{N}$ are not bounded above in $\mathbb{R}$. Although this property may seem obvious at first, its proof actually depends on the completeness axiom. In fact, there are other ordered fields in which it does not hold. (See Exercise 16.)
3.9 THEOREM (Archimedean Property of $\mathbb{R}$ ) The set $\mathbb{N}$ of natural numbers is unbounded above in $\mathbb{R}$.

Proof: If $\mathbb{N}$ were bounded above, then by the completeness axiom it would have a least upper bound, say sup $\mathbb{N}=m$. Since $m$ is a least upper bound, $m-1$ is not an upper bound of $\mathbb{N}$. Thus there exists an $n$ in $\mathbb{N}$ such that $n>m-1$. But then $n+1>m$, and since $n+1 \in \mathbb{N}$, this contradicts $m$ being an upper bound of $\mathbb{N}$.

There are several equivalent forms of the Archimedean property that are useful in different contexts. We establish their equivalence in the following theorem.
3.10 THEOREM Each of the following is equivalent to the Archimedean property.
(a) For each $z \in \mathbb{R}$, there exists an $n \in \mathbb{N}$ such that $n>z$.
(b) For each $x>0$ and for each $y \in \mathbb{R}$, there exists an $n \in \mathbb{N}$ such that $n x>y$.
(c) For each $x>0$, there exists an $n \in \mathbb{N}$ such that $0<1 / n<x$.

Proof: We shall prove that Theorem $3.9 \Rightarrow(\mathrm{a}) \Rightarrow(\mathrm{b}) \Rightarrow(\mathrm{c}) \Rightarrow$ Theorem 3.9 , thereby establishing their equivalence.

If (a) were not true, then for some $z_{0} \in \mathbb{R}$ we would have $n \leq z_{0}$ for all $n \in \mathbb{N}$. But then $z_{0}$ would be an upper bound of $\mathbb{N}$, contradicting Theorem 3.9. Thus the Archimedean property implies (a).

To see that $(\mathrm{a}) \Rightarrow(\mathrm{b})$, for any $x>0$ and $y \in \mathbb{R}$, let $z=y / x$. Then there exists $n \in \mathbb{N}$ such that $n>y / x$, so that $n x>y$.

Part (c) follows from (b) by taking $y=1$ in (b). Then $n x>1$, so that $1 / n<x$. Since $n \in \mathbb{N}, n>0$ and also $1 / n>0$.

Finally, suppose that $\mathbb{N}$ were bounded above by some real number, say $m$. That is, $n \leq m$ for all $n \in \mathbb{N}$. Let $k=m+1$. Then $n \leq k-1<k$ and $1 / n>1 / k$ for all $n$. This contradicts (c) with $x=1 / k$. Thus (c) implies the Archimedean property.
3.11 PRACTICE Find the supremum, infimum, maximum, and minimum, if they exist, for the $\operatorname{set} S=\{1 / n: n \in \mathbb{N}\}$.

In Theorem 3.1 we showed that $\sqrt{p}$ is not rational when $p$ is prime. We are now in a position to prove there is a positive real number whose square is $p$, thus illustrating that we actually have filled in the "holes" in $\mathbb{R}$.
3.12 THEOREM Let $p$ be a prime number. Then there exists a positive real number $x$ such that $x^{2}=p$.

Proof: Let $S=\left\{r \in \mathbb{R}: r>0\right.$ and $\left.r^{2}<p\right\}$. Since $p>1,1 \in S$ and $S$ is nonempty. Furthermore, if $r \in S$, then $r^{2}<p<p^{2}$, so $r<p$. Thus $S$ is
bounded above by $p$, and by the completeness axiom, sup $S$ exists as a real number. Let $x=\sup S$. It is clear that $x>0$, and we claim that $x^{2}=p$. To prove this, we shall show that neither $x^{2}<p$ nor $x^{2}>p$ is consistent with our choice of $x$.

Suppose first that $x^{2}<p$. Then $\left(p-x^{2}\right) /(2 x+1)>0$, so that Theorem 3.10(c) implies the existence of some $n \in \mathbb{N}$ such that ${ }^{\dagger}$

$$
\frac{1}{n}<\frac{p-x^{2}}{2 x+1}
$$

But then we have

$$
\begin{aligned}
\left(x+\frac{1}{n}\right)^{2} & =x^{2}+\frac{2 x}{n}+\frac{1}{n^{2}}=x^{2}+\frac{1}{n}\left(2 x+\frac{1}{n}\right) \\
& \leq x^{2}+\frac{1}{n}(2 x+1)<x^{2}+\left(p-x^{2}\right)=p
\end{aligned}
$$

It follows that $x+1 / n \in S$, which contradicts our choice of $x$ as an upper bound of $S$.

Now suppose that $x^{2}>p$. Then $\left(x^{2}-p\right) /(2 x)>0$. Again using Theorem 3.10(c), there exists $m \in \mathbb{N}$ such that

$$
\frac{1}{m}<\frac{x^{2}-p}{2 x}
$$

But then we have
${ }^{\dagger}$ In the formal proof above we have mysteriously introduced the inequality $(1 / n)<$ $\left[\left(p-x^{2}\right) /(2 x+1)\right]$. It is instructive to see how we might come up with such a requirement.

If $x^{2}<p$, then we somehow want to contradict the fact that $x$ is an upper bound of $S$. That is, we want to find some $y$ in $S$ with $y>x$. A simple way to get $y>x$ is to add something positive to $x$. But if $x^{2}$ is close to $p$, that "something" will have to be small. By taking $y=x+1 / n$, we guarantee that $y>x$, we can make $y$ as close to $x$ as we want, and $y$ is still fairly easy to work with.

Now to make $(x+1 / n) \in S$, we must have $(x+1 / n)^{2}=x^{2}+2 x / n+1 / n^{2}<p$. We can control the size of $1 / n$ (by choosing $n$ carefully), so we rewrite the inequality to emphasize the contribution of $1 / n$ :

$$
x^{2}+\frac{1}{n}\left(2 x+\frac{1}{n}\right)<p
$$

If it were not for the $1 / n$ inside the parentheses, we could easily solve for $1 / n$. But we can get rid of that $1 / n$ by observing that $1 / n \leq 1$ for all $n \in \mathbb{N}$. Thus we want to choose $n$ so that

$$
x^{2}+\frac{1}{n}\left(2 x+\frac{1}{n}\right) \leq x^{2}+\frac{1}{n}(2 x+1)<p .
$$

Solving the last inequality for $1 / n$, we obtain the requirement that appears in the proof.
The inequality that is used in the case $x^{2}>p$ is found in a similar manner.

$$
\begin{aligned}
\left(x-\frac{1}{m}\right)^{2} & =x^{2}-\frac{2 x}{m}+\frac{1}{m^{2}}>x^{2}-\frac{2 x}{m} \\
& >x^{2}-\left(x^{2}-p\right)=p
\end{aligned}
$$

This implies that $x-1 / m>r$, for all $r \in S$, so $x-1 / m$ is an upper bound of $S$. Since $x-1 / m<x$, this contradicts our choice of $x$ as the least upper bound of $S$.

Finally, since neither $x^{2}<p$ nor $x^{2}>p$ is a possibility, we conclude by the trichotomy law that in fact $x^{2}=p$.

## The Density of the Rational Numbers

We conclude this section with another property of $\mathbb{R}$ that is probably familiar to the reader: Between any two real numbers there is a rational number. More precisely, we say that the set $\mathbb{Q}$ is dense in $\mathbb{R}$. Once again, our proof will ultimately depend on the completeness axiom.
3.13 THEOREM (Density of $\mathbb{Q}$ in $\mathbb{R}$ ) If $x$ and $y$ are real numbers with $x<y$, then there exists a rational number $r$ such that $x<r<y$.

Proof: We begin by supposing that $x>0$. Using the Archimedean property 3.10 (a), there exists an $n \in \mathbb{N}$ such that $n>1 /(y-x)$. That is, $n x+1<n y$. Since $n x>0$, it is not difficult to show (Exercise 9) that there exists $m \in \mathbb{N}$ such that $m-1 \leq n x<m$. But then $m \leq n x+1<n y$, so that $n x<m<n y$. It follows that the rational number $r=m / n$ satisfies $x<r<y$.

Finally, if $x \leq 0$, choose an integer $k$ such that $k>|x|$. Then apply the argument above to the positive numbers $x+k$ and $y+k$. If $q$ is a rational satisfying $x+k<q<y+k$, then the rational $r=q-k$ satisfies $x<r<y$.

Using Theorem 3.13, we can easily show that between any two real numbers there is also an irrational number. (Thus the irrationals are also dense in $\mathbb{R}$.) We pause first for you to prove the following preliminary result.
3.14 PRACTICE Let $x$ be a nonzero rational number and let $y$ be irrational. Prove that $x y$ is irrational.
3.15 THEOREM If $x$ and $y$ are real numbers with $x<y$, then there exists an irrational number $w$ such that $x<w<y$.

Proof: Apply Theorem 3.13 to the real numbers $x / \sqrt{2}$ and $y / \sqrt{2}$ to obtain a rational number $r \neq 0$ such that

$$
\frac{x}{\sqrt{2}}<r<\frac{y}{\sqrt{2}} .
$$

It follows from Practice 3.14 that $w=r \sqrt{2}$ is irrational, and $x<w<y$.

## Review of Key Terms in Section 3

| Upper bound | Minimum | Completeness axiom |
| :--- | :--- | :--- |
| Lower bound | Supremum | Archimedean property |
| Bounded set | Infimum | Density of the rationals |
| Maximum |  |  |

## ANSWERS TO PRACTICE PROBLEMS

3.4 Any positive real number $x$ such that $x^{2} \geq 2$ is an upper bound for $T$. The smallest of these upper bounds is $\sqrt{2}$, but since $\sqrt{2} \notin \mathbb{Q}$, set $T$ has no maximum. The minimum of $T$ is 0 . Any real $x$ such that $x \leq 0$ is a lower bound.
3.6 $m=\inf S$ iff (i) $m \leq s$, for all $s \in S$, and (ii) if $m^{\prime}>m$, then there exists $s^{\prime} \in S$ such that $s^{\prime}<m^{\prime}$.
3.11 The set consists of the unit fractions: $\frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots$. It is clear that 1 is the smallest upper bound, so $\sup S=1$. Since $1 \in S$, we have $\max S=1$. Likewise, it is clear that 0 is a lower bound of $S$. In fact, Theorem 3.10(c) shows that nothing greater than 0 is a lower bound of $S$, so $\inf S=0$. Since $0 \notin S, S$ has no minimum.
3.14 Since $x$ is rational and $x \neq 0$, we have $x=m / n$ for some nonzero integers $m$ and $n$. If $x y$ were rational, then we could write $x y=p / q$ for some $p, q \in \mathbb{Z}$. But then

$$
y=\frac{x y}{x}=\frac{p / q}{m / n}=\frac{p n}{m q},
$$

so $y$ would have to be rational too, a contradiction. We conclude that $x y$ must be irrational.

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the Chapter.

1. Mark each statement True or False. Justify each answer.
(a) If a nonempty subset of $\mathbb{R}$ has an upper bound, then it has a least upper bound.
(b) If a nonempty subset of $\mathbb{R}$ has an infimum, then it is bounded.
(c) Every nonempty bounded subset of $\mathbb{R}$ has a maximum and a minimum.
(d) If $m$ is an upper bound of $S$ and $m^{\prime}<m$, then $m^{\prime}$ is not an upper bound of $S$.
(e) If $m=\inf S$ and $m^{\prime}<m$, then $m^{\prime}$ is a lower bound of $S$.
(f) For each real number $x$ and each $\varepsilon>0$, there exists $n \in \mathbb{N}$ such that $n \varepsilon>x$.
2. Mark each statement True or False. Justify each answer.
(a) Every nonempty subset of $\mathbb{N}$ contains a minimum.
(b) Every nonempty subset of $\mathbb{N}$ contains a maximum.
(c) If $x$ and $y$ are irrational, then $x y$ is irrational.
(d) Between any two unequal rational numbers there is an irrational number.
(e) Between any two unequal irrational numbers there is a rational number.
(f) The rational and irrational numbers alternate, one then the other.
3. For each subset of $\mathbb{R}$, give its supremum and its maximum, if they exist. Otherwise, write "none."
(a) $\{1,3\}$ н
(b) $\{\pi, 3\}$
(c) $[0,4]$
(d) $(0,4)$
(e) $\left\{\frac{1}{2 n}: n \in \mathbb{N}\right\} \Rightarrow$
(f) $\left\{1-\frac{1}{n}: n \in \mathbb{N}\right\}$
(g) $\left\{\frac{n}{n+1}: n \in \mathbb{N}\right\}$
(h) $\left\{(-1)^{n}\left(1+\frac{1}{n}\right): n \in \mathbb{N}\right\}$
(i) $\left\{n+\frac{(-1)^{n}}{n}: n \in \mathbb{N}\right\}$ is
(j) $(-\infty, 4)$
(k) $\bigcap_{n=1}^{\infty}\left(1-\frac{1}{n}, 1+\frac{1}{n}\right)$
(1) $\bigcup_{n=1}^{\infty}\left[\frac{1}{n}, 2-\frac{1}{n}\right]$
(m) $\{r \in \mathbb{Q}: r<5\} \quad$ 动
(n) $\left\{r \in \mathbb{Q}: r^{2} \leq 5\right\}$
4. Repeat Exercise 3 for the infimum and the minimum of each set.
5. Let $S$ be a nonempty bounded subset of $\mathbb{R}$ and let $m=\sup S$. Prove that $m \in S$ iff $m=\max S$.
6. (a) Let $S$ be a nonempty bounded subset of $\mathbb{R}$. Prove that $\sup S$ is unique.
(b) Suppose that $m$ and $n$ are both maxima of a set $S$. Prove that $m=n$.
*7. Let $S$ be a nonempty bounded subset of $\mathbb{R}$ and let $k \in \mathbb{R}$. Define $k S=$ $\{k s: s \in S\}$. Prove the following:
(a) If $k \geq 0$, then $\sup (k S)=k \cdot \sup S$ and $\inf (k S)=k \cdot \inf S$.
(b) If $k<0$, then $\sup (k S)=k \cdot \inf S$ and $\inf (k S)=k \cdot \sup S$.
7. Let $S$ and $T$ be nonempty bounded subsets of $\mathbb{R}$ with $S \subseteq T$. Prove that $\inf T \leq \inf S \leq \sup S \leq \sup T$.
8. (a) Prove: If $y>0$, then there exists $n \in \mathbb{N}$ such that $n-1 \leq y<n$. $\underset{y}{ }$
(b) Prove that the $n$ in part (a) is unique.
9. (a) Prove: If $x$ and $y$ are real numbers with $x<y$, then there are infinitely many rational numbers in the interval $[x, y]$.
(b) Repeat part (a) for irrational numbers.
10. Let $y$ be a positive real number. Prove that for every $n \in \mathbb{N}$ there exists a unique positive real number $x$ such that $x^{n}=y$. As
*12. Let $D$ be a nonempty set and suppose that $f: D \rightarrow \mathbb{R}$ and $g: D \rightarrow \mathbb{R}$. Define the function $f+g: D \rightarrow \mathbb{R}$ by $(f+g)(x)=f(x)+g(x)$.
(a) If $f(D)$ and $g(D)$ are bounded above, then prove that $(f+g)(D)$ is bounded above and $\sup [(f+g)(D)] \leq \sup f(D)+\sup g(D)$.
(b) Find an example to show that a strict inequality in part (a) may occur.
(c) State and prove the analog of part (a) for infima.
11. Let $x \in \mathbb{R}$. Prove that $x=\sup \{q \in \mathbb{Q}: q<x\}$. It
12. Let $a / b$ be a fraction in lowest terms with $0<a / b<1$.
(a) Prove that there exists $n \in \mathbb{N}$ such that

$$
\frac{1}{n+1} \leq \frac{a}{b}<\frac{1}{n}
$$

(b) If $n$ is chosen as in part (a), prove that $a / b-1 /(n+1)$ is a fraction that in lowest terms has a numerator less than $a$.
(c) Use part (b) and the principle of strong induction (Exercise 1.27) to prove that $a / b$ can be written as a finite sum of distinct unit fractions:

$$
\frac{a}{b}=\frac{1}{n_{1}}+\cdots+\frac{1}{n_{k}},
$$

where $n_{1}, \ldots, n_{k} \in \mathbb{N}$. (As a point of historical interest, we note that in the ancient Egyptian system of arithmetic all fractions were expressed as sums of unit fractions and then manipulated using tables.)
15. Prove Euclid's division algorithm: If $a$ and $b$ are natural numbers, then there exist unique numbers $q$ and $r$, each of which is either 0 or a natural number, such that $r<a$ and $b=q a+r$. $\lambda$
16. Let $\mathbb{F}$ be the ordered field of rational functions as given in Example 2.6, and note that $\mathbb{F}$ contains both $\mathbb{N}$ and $\mathbb{R}$ as subsets.
(a) Show that $\mathbb{F}$ does not have the Archimedean property. That is, find a member $z$ in $\mathbb{F}$ such that $z>n$ for every $n \in \mathbb{N}$.
(b) Show that the property in Theorem 3.10(c) does not apply. That is, find a positive member $z$ in $\mathbb{F}$ such that, for all $n \in \mathbb{N}, 0<z<1 / n$.
(c) Show that $\mathbb{F}$ does not satisfy the completeness axiom. That is, find a subset $B$ of $\mathbb{F}$ such that $B$ is bounded above, but $B$ has no least upper bound. Justify your answer.
17. We have said that the real numbers can be characterized as a complete ordered field. This means that any other complete ordered field $F$ is essentially the same as $\mathbb{R}$ in the sense that there exists a bijection $f: \mathbb{R} \rightarrow F$ with the following properties for all $a, b \in \mathbb{R}$.
(1) $f(a+b)=f(a)+f(b)$
(2) $f(a \cdot b)=f(a) \cdot f(b)$
(3) $a<b$ iff $f(a)<f(b)$
(Such a function is called an order isomorphism.) We can construct the function $f$ by first defining $f(0)=0_{F}$ and $f(1)=1_{F}$, where $0_{F}$ and $1_{F}$ are the unique elements of $F$ given in axioms A4 and M4. Then define $f(n+1)=$ $f(n)+1_{F}$ and $f(-n)=-f(n)$ for all $n \in \mathbb{N}$. This extends the domain of $f$ to all of $\mathbb{Z}$.

Next we extend the domain of $f$ to $\mathbb{Q}$ by defining $f(m / n)=f(m) / f(n)$ for $m, n \in \mathbb{Z}$ with $n \neq 0$. Since, for all $x \in \mathbb{R}$,

$$
x=\sup \{q \in \mathbb{Q}: q<x\}
$$

(Exercise 13), we can extend the domain of $f$ to $\mathbb{R}$ by defining

$$
f(x)=\sup \{f(q): q \in \mathbb{Q} \text { and } q<x\} .
$$

Verify that the function $f$ so defined is the required order isomorphism. [Note: When writing an equation such as $f(a+b)=f(a)+f(b)$, the " + " between $a$ and $b$ represents addition in $\mathbb{R}$ and the " + " between $f(a)$ and $f(b)$ represents addition in $F$. Similar comments apply to "." and " $<$ ".]

## Section 4 TOPOLOGY OF THE REAL NUMBERS

Many of the central ideas in analysis are dependent on the notion of two points being "close" to each other. We have seen that the distance between two points $x$ and $y$ in $\mathbb{R}$ is given by the absolute value of their difference: $|x-y|$. Thus, if we are given some positive measure of closeness, say $\varepsilon$, we may be interested in all points $y$ that are less than $\varepsilon$ away from $x$ :

$$
\{y:|x-y|<\varepsilon\} .
$$

We formalize this idea in the following definition.
4.1 DEFINITION Let $x \in \mathbb{R}$ and let $\boldsymbol{\varepsilon}>0$. A neighborhood of $x$ (or an $\boldsymbol{\varepsilon}$-neighborhood of $x$ ) ${ }^{\dagger}$ is a set of the form

$$
N(x ; \varepsilon)=\{y \in \mathbb{R}:|x-y|<\varepsilon\}
$$

The number $\varepsilon$ is referred to as the radius of $N(x ; \varepsilon)$.
Basically, a neighborhood of $x$ of radius $\varepsilon$ is the open interval $(x-\varepsilon, x+\varepsilon)$ of length $2 \varepsilon$ centered at $x$. We prefer to use the term "neighborhood" in subsequent definitions and theorems because this terminology can be applied in more general settings. In this section we use neighborhoods to define the concepts of open and closed sets. The study of these sets is known as point set topology, and this explains the use of the word "topology" in the title of the section.

In some situations, particularly when dealing with limits of functions, we shall want to consider points $y$ that are close to $x$ but different from $x$. We can accomplish this by requiring $|x-y|>0$.
4.2 DEFINITION Let $x \in \mathbb{R}$ and let $\varepsilon>0$. A deleted neighborhood of $x$ is a set of the form

$$
N^{*}(x ; \varepsilon)=\{y \in \mathbb{R}: 0<|x-y|<\mathcal{E}\} .
$$

Clearly, $N^{*}(x ; \varepsilon)=N(x ; \mathcal{\varepsilon}) \backslash\{x\}$.
If $S \subseteq \mathbb{R}$, then a point $x$ in $\mathbb{R}$ can be thought of as being "inside" $S$, on the "edge" of $S$, or "outside" $S$. Saying that $x$ is "outside" $S$ is the same as saying that $x$ is "inside" the complement of $S, \mathbb{R} \backslash S$. Using neighborhoods, we can make the intuitive ideas of "inside" and "edge" more precise.
4.3 DEFINITION Let $S$ be a subset of $\mathbb{R}$. A point $x$ in $\mathbb{R}$ is an interior point of $S$ if there exists a neighborhood $N$ of $x$ such that $N \subseteq S$. If for every neighborhood $N$ of $x$, $N \cap S \neq \varnothing$ and $N \cap(\mathbb{R} \backslash S) \neq \varnothing$, then $x$ is called a boundary point of $S$. The set of all interior points of $S$ is denoted by int $S$, and the set of all boundary points of $S$ is denoted by bd $S$.

It should be clear that every point $x$ in a set $S$ is either an interior point of $S$ or a boundary point of $S$. Indeed, if $x \in S$, then every neighborhood of $x$ will have a nonempty intersection with $S$. If some neighborhood of $x$ is contained in $S$, then $x \in$ int $S$. If no neighborhood of $x$ is contained in $S$, then every neighborhood of $x$ will have nonempty intersection with $\mathbb{R} \backslash S$ and $x$ must be a boundary point of $S$.

[^5]
### 4.4 EXAMPLE

(a) Let $S$ be the open interval $(0,5)$ and let $x \in S$. If $\varepsilon=\min \{x, 5-x\}$, then we claim that $N(x ; \varepsilon) \subseteq S$. (See Figure 1.) Indeed, for all $y \in N(x ; \varepsilon)$ we have $|y-x|<\varepsilon$, so that

$$
-x \leq-\varepsilon<y-x<\varepsilon \leq 5-x
$$

Thus $0<y<5$ and $y \in S$. It follows that every point in $S$ is an interior point of $S$. Since the inclusion int $S \subseteq S$ always holds, we have $S=$ int $S$.

The point 0 is not a member of $S$, but every neighborhood of 0 will contain positive numbers in $S$. Thus 0 is a boundary point of $S$. Similarly, $5 \in \operatorname{bd} S$ and, in fact, bd $S=\{0,5\}$. Note that none of the boundary of $S$ is contained in $S$. Of course, there is nothing special about the open interval $(0,5)$ in this example. Similar comments would apply to any open interval.


Figure $1 \quad S=(0,5)$
(b) Let $S$ be the closed interval $[0,5]$. The point 0 is still a boundary point of $S$, since every neighborhood of 0 will contain negative numbers not in $S$. We have int $S=(0,5)$ and bd $S=\{0,5\}$. This time $S$ contains all of its boundary points, and the same could be said of any other closed interval.
(c) Let $S$ be the interval $[0,5)$. Then again int $S=(0,5)$ and bd $S=$ $\{0,5\}$. We see that $S$ contains some of its boundary, but not all of it.
(d) Let $S$ be the interval $[2, \infty)$. Then int $S=(2, \infty)$ and bd $S=\{2\}$. Note that there is no "point" at $\infty$ to be included as a boundary point at the right end.
(e) Let $S=\mathbb{R}$. Then int $S=S$ and bd $S=\varnothing$.
4.5 PRACTICE $\quad$ Let $S=(1,2) \cup(2,3]$. Find int $S$ and bd $S$.

## Closed Sets and Open Sets

We have seen that a set may contain all of its boundary, part of its boundary, or none of its boundary. Those sets in either the first or last category are of particular interest.
4.6 DEFINITION Let $S \subseteq \mathbb{R}$. If bd $S \subseteq S$, then $S$ is said to be closed. If bd $S \subseteq \mathbb{R} \backslash S$, then $S$ is said to be open.

If none of the points in $S$ is a boundary point of $S$, then all the points in $S$ must be interior points of $S$. On the other hand, if $S$ contains its boundary, then since bd $S=\mathrm{bd}(\mathbb{R} \backslash S)$, the set $\mathbb{R} \backslash S$ must not contain any of its boundary points. The converse implications also apply, so we obtain the following useful characterizations:
4.7 THEOREM (a) A set $S$ is open iff $S=\operatorname{int} S$. Equivalently, $S$ is open iff every point in $S$ is an interior point of $S$.
(b) A set $S$ is closed iff its complement $\mathbb{R} \backslash S$ is open.
4.8 EXAMPLE The interval $(0,5)$ is open and the interval $[0,5]$ is closed. An "open interval" $(a, b)$ is an open set and a "closed interval" $[a, b]$ is a closed set. In particular, this means that any neighborhood is an open set, since it is an open interval. The interval $[0,5)$ is neither open nor closed, and the unbounded interval $[2, \infty)$ is closed.

The entire set $\mathbb{R}$ of real numbers is both open and closed! It is open since int $\mathbb{R}=\mathbb{R}$. It is closed since it contains its boundary: bd $\mathbb{R}=\varnothing$ and $\varnothing \subseteq \mathbb{R}$.
4.9 PRACTICE Is the empty set $\varnothing$ open? Is it closed?

Our next theorem shows how the set operations of intersection and union relate to open sets.
4.10 THEOREM (a) The union of any collection of open sets is an open set.
(b) The intersection of any finite collection of open sets is an open set.

Proof: (a) Let $\mathscr{A}$ be an arbitrary collection of open sets and let $S=$ $\cup\{A: A \in \mathscr{A}\}$. If $x \in S$, then $x \in A$ for some $A \in \mathscr{A}$. Since $A$ is open, $x$ is an interior point of $A$. That is, there exists a neighborhood $N$ of $x$ such that $N \subseteq A$. But $A \subseteq S$, so $N \subseteq S$ and $x$ is an interior point of $S$. Hence, $S$ is open.
(b) Let $A_{1}, \ldots, A_{n}$ be a finite collection of open sets and let $T=$ $\bigcap_{i=1}^{n} A_{i}$. If $T=\varnothing$, we are done, since $\varnothing$ is open. If $T \neq \varnothing$, let $x \in T$. Then $x \in A_{i}$ for all $i=1, \ldots, n$. Since each set $A_{i}$ is open, there exist neighborhoods $N_{i}\left(x ; \mathcal{E}_{i}\right)$ of $x$ such that $N_{i}\left(x ; \mathcal{E}_{i}\right) \subseteq A_{i}$. Let $\varepsilon=$ $\min \left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$. Then $N(x ; \varepsilon) \subseteq A_{i}$ for each $i=1, \ldots, n$, so $N(x ; \varepsilon) \subseteq T$. Thus $x$ is an interior point of $T$, and $T$ is open.
4.11 COROLLARY (a) The intersection of any collection of closed sets is closed.
(b) The union of any finite collection of closed sets is closed.

Proof: Both parts follow from Theorem 4.10 when combined with Theorem 4.7. We know that $\mathbb{R} \backslash\left(\bigcup_{j \in J} A_{j}\right)=\bigcap_{j \in J}\left(\mathbb{R} \backslash A_{j}\right)$ and $\mathbb{R} \backslash\left(\bigcap_{j \in J} A_{j}\right)=\bigcup_{j \in J}\left(\mathbb{R} \backslash A_{j}\right)$.
4.12 EXAMPLE For each $n \in \mathbb{N}$, let $A_{n}=(-1 / n, 1 / n)$. Then each $A_{n}$ is an open set, but $\bigcap_{n=1}^{\infty} A_{n}=\{0\}$, which is not open. Thus we see that the restriction in Theorem 4.10(b) to intersections of finitely many open sets is necessary.
4.13 PRACTICE Find an example of a collection of closed sets whose union is not closed.

## Accumulation Points

Our study of open and closed sets so far has been based on the notion of a neighborhood. By using deleted neighborhoods we can consider another property of points and sets.
4.14 DEFINITION Let $S$ be a subset of $\mathbb{R}$. A point $x$ in $\mathbb{R}$ is an accumulation point of $S$ if every deleted neighborhood of $x$ contains a point of $S .^{\dagger}$ That is, for every $\varepsilon>0$, $N^{*}(x ; \varepsilon) \cap S \neq \varnothing$. The set of all accumulation points of $S$ is denoted by $S^{\prime}$. If $x \in S$ and $x \notin S^{\prime}$, then $x$ is called an isolated point of $S$.

An equivalent way of defining an accumulation point $x$ of a set $S$ would be to require that each neighborhood of $x$ contain at least one point of $S$ different from $x$. Note that an accumulation point of $S$ may be, but does not have to be, a member of $S$.
4.15 EXAMPLE (a) If $S$ is the interval $(0,1]$, then $S^{\prime}=[0,1]$.
(b) If $S=\{1 / n: n \in \mathbb{N}\}$, then $S^{\prime}=\{0\}$.
(c) If $S=\mathbb{N}$, then $S^{\prime}=\varnothing$. Thus $\mathbb{N}$ consists entirely of isolated points.
(d) If $S$ is a finite set, then $S^{\prime}=\varnothing$. Indeed, if $S=\left\{x_{1}, \ldots, x_{n}\right\}$ and $y \in \mathbb{R}$, then let $\mathcal{E}=\min \left\{\left|x_{i}-y\right|: x_{i} \neq y\right\}$. It follows that $\mathcal{\varepsilon}>0$ and $N^{*}(y ; \varepsilon) \cap S=\varnothing$. Thus $y$ is not an accumulation point of $S$.
4.16 DEFINITION Let $S \subseteq \mathbb{R}$. Then the closure of $S$, denoted $\mathrm{cl} S$, is defined by

$$
\operatorname{cl} S=S \cup S^{\prime}
$$

where $S^{\prime}$ is the set of all accumulation points of $S$.

[^6]In terms of neighborhoods, a point $x$ is in cl $S$ iff every neighborhood of $x$ intersects $S$. To see this, let $x \in \operatorname{cl} S$ and let $N$ be a neighborhood of $x$. If $x \in S$, then $N \cap S$ contains $x$. If $x \notin S$, then $x \in S^{\prime}$ and every deleted neighborhood intersects $S$. Thus in either case the neighborhood $N$ must intersect $S$. Conversely, suppose that every neighborhood of $x$ intersects $S$. If $x \notin S$, then every neighborhood of $x$ intersects $S$ in a point other than $x$. Thus $x \in S^{\prime}$, and so $x \in \operatorname{cl} S$.

The basic relationships between accumulation points, closure, and closed sets are presented in the following theorem.

### 4.17 THEOREM Let $S$ be a subset of $\mathbb{R}$. Then

(a) $S$ is closed iff $S$ contains all of its accumulation points,
(b) $\mathrm{cl} S$ is a closed set,
(c) $S$ is closed iff $S=\operatorname{cl} S$,
(d) $\mathrm{cl} S=S \cup \mathrm{bd} S$.

Proof: (a) Suppose that $S$ is closed and let $x \in S^{\prime}$. We must show that $x \in S$. If $x \notin S$, then $x$ is in the open set $\mathbb{R} \backslash S$. Thus there exists a neighborhood $N$ of $x$ such that $N \subseteq \mathbb{R} \backslash S$. But then $N \cap S=\varnothing$, which contradicts $x \in S^{\prime}$. So we must have $x \in S$.

Conversely, suppose that $S^{\prime} \subseteq S$. We shall show that $\mathbb{R} \backslash S$ is open. To this end, let $x \in \mathbb{R} \backslash S$. Then $x \notin S^{\prime}$, so there exists a deleted neighborhood $N^{*}(x ; \varepsilon)$ that misses $S$. Since $x \notin S$, the whole neighborhood $N(x ; \varepsilon)$ misses $S$; that is, $N(x ; \varepsilon) \subseteq \mathbb{R} \backslash S$. Thus $\mathbb{R} \backslash S$ is open and $S$ is closed by Theorem 4.7(b).
(b) By part (a) it suffices to show that if $x \in(\mathrm{cl} S)^{\prime}$, then $x \in \mathrm{cl} S$. So suppose that $x$ is an accumulation point of $\operatorname{cl} S$. Then every deleted neighborhood $N^{*}(x ; \varepsilon)$ intersects $\mathrm{cl} S$. We must show that $N^{*}(x ; \varepsilon)$ intersects $S$. To this end, let $y \in N^{*}(x ; \varepsilon) \cap \operatorname{cl} S$. (See Figure 2.) Since $N^{*}(x ; \varepsilon)$ is an open set (Exercise 12), there exists a neighborhood $N(y ; \boldsymbol{\delta})$ contained in $N^{*}(x ; \varepsilon)$. But $y \in \mathrm{cl} S$, so every neighborhood of $y$ intersects $S$. That is, there exists a point $z$ in $N(y ; \delta) \cap S$. But then $z \in N(y ; \delta) \subseteq$ $N^{*}(x ; \varepsilon)$, so that $x \in S^{\prime}$ and $x \in \operatorname{cl} S$.
(c) and (d) are Exercise 18.


Figure $2 x \in(\operatorname{cl} S)^{\prime}, y \in \operatorname{cl} S$, and $z \in S$

## Review of Key Terms in Section 4

| Neighborhood | Boundary point | Accumulation point |
| :--- | :--- | :--- |
| Deleted neighborhood | Closed set | Isolated point |
| Interior point | Open set | Closure of a set |

## ANSWERS TO PRACTICE PROBLEMS

4.5 int $S=(1,2) \cup(2,3)$ and bd $S=\{1,2,3\}$.
4.9 The empty set $\varnothing$ is both open and closed, since it is the complement of the set $\mathbb{R}$, which is both open and closed. Or, to put it another way, $\varnothing$ is open since int $\varnothing=\varnothing$, and $\varnothing$ is closed since bd $\varnothing=\varnothing \subseteq \varnothing$.
4.13There are many possibilities. For a simple one, let $A_{n}=[1 / n, 2]$ for all $n \in \mathbb{N}$. Then $\bigcup_{n=1}^{\infty} A_{n}=(0,2]$, which is not closed.

## 4 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $S \subseteq \mathbb{R}$. Mark each statement True or False. Justify each answer.
(a) int $S \cap$ bd $S=\varnothing$
(b) int $S \subseteq S$
(c) $\mathrm{bd} S \subseteq S$
(d) $S$ is open iff $S=\operatorname{int} S$.
(e) $S$ is closed iff $S=\mathrm{bd} S$.
(f) If $x \in S$, then $x \in \operatorname{int} S$ or $x \in \operatorname{bd} S$.
(g) Every neighborhood is an open set.
(h) The union of any collection of open sets is open.
(i) The union of any collection of closed sets is closed.
2. Let $S \subseteq \mathbb{R}$. Mark each statement True or False. Justify each answer.
(a) bd $S=$ bd $(\mathbb{R} \backslash S)$
(b) bd $S \subseteq \mathbb{R} \backslash S$
(c) $S \subseteq S^{\prime} \subseteq \operatorname{cl} S$
(d) $S$ is closed iff cl $S \subseteq S$.
(e) $S$ is closed iff $S^{\prime} \subseteq S$.
(f) If $x \in S$ and $x$ is not an isolated point of $S$, then $x \in S^{\prime}$.
(g) The set $\mathbb{R}$ of real numbers is neither open nor closed.
(h) The intersection of any collection of open sets is open.
(i) The intersection of any collection of closed sets is closed.
3. Find the interior of each set. is
(a) $\left\{\frac{1}{n}: n \in \mathbb{N}\right\}$
(b) $[0,3] \cup(3,5)$
(c) $\{r \in \mathbb{Q}: 0<r<\sqrt{2}\}$
(d) $\{r \in \mathbb{Q}: r \geq \sqrt{2}\}$
(e) $[0,2] \cap[2,4]$
4. Find the boundary of each set in Exercise 3 .
5. Classify each of the following sets as open, closed, neither, or both.
(a) $\left\{\frac{1}{n}: n \in \mathbb{N}\right\}$
(b) $\mathbb{N}$
(c) $\mathbb{Q}$
(d) $\bigcap_{n=1}^{\infty}\left(0, \frac{1}{n}\right)$
(e) $\left\{x:|x-5| \leq \frac{1}{2}\right\}$
(f) $\left\{x: x^{2}>0\right\}$
6. Find the closure of each set in Exercise 5.
7. Let $S$ and $T$ be subsets of $\mathbb{R}$. Find a counterexample for each of the following.
(a) If $P$ is the set of all isolated points of $S$, then $P$ is a closed set.
(b) Every open set contains at least two points.
(c) If $S$ is closed, then $\mathrm{cl}(\operatorname{int} S)=S$.
(d) If $S$ is open, then $\operatorname{int}(\operatorname{cl} S)=S$.
(e) $\operatorname{bd}(\operatorname{cl} S)=b d S$
(f) $\operatorname{bd}(\operatorname{bd} S)=\operatorname{bd} S$
(g) $\mathrm{bd}(S \cup T)=(\mathrm{bd} S) \cup(\mathrm{bd} T)$
(h) $\quad$ bd $(S \cap T)=(b d S) \cap(b d T)$
8. Let $S$ be a subset of $\mathbb{R}$ and let $x \in \mathbb{R}$. Prove that one and only one of the following three conditions holds:
(a) $x \in \operatorname{int} S$
(b) $x \in \operatorname{int}(\mathbb{R} \backslash S)$
(c) $x \in \operatorname{bd} S=\operatorname{bd}(\mathbb{R} \backslash S)$
9. Prove the following.
(a) An accumulation point of a set $S$ is either an interior point of $S$ or a boundary point of $S$.
(b) A boundary point of a set $S$ is either an accumulation point of $S$ or an isolated point of $S$.
10. Prove: If $x$ is an isolated point of a set $S$, then $x \in \operatorname{bd} S$.
11. If $A$ is open and $B$ is closed, prove that $A \backslash B$ is open and $B \backslash A$ is closed. is
12. Prove: For each $x \in \mathbb{R}$ and $\varepsilon>0, N^{*}(x ; \varepsilon)$ is an open set.
13. Prove: $(\operatorname{cl} S) \backslash(\operatorname{int} S)=\operatorname{bd} S$. ঊ
14. Let $S$ be a bounded infinite set and let $x=\sup S$. Prove: If $x \notin S$, then $x \in S^{\prime}$.
*15. Prove: If $x$ is an accumulation point of the set $S$, then every neighborhood of $x$ contains infinitely many points of $S$. A
15. (a) Prove: bd $S=(\mathrm{cl} S) \cap[\mathrm{cl}(\mathbb{R} \backslash S)]$.
(b) Prove: bd $S$ is a closed set.
16. Prove: $S^{\prime}$ is a closed set. is
17. Prove Theorem 4.17(c) and (d).
18. Suppose $S$ is a nonempty bounded set and let $m=\sup S$. Prove or give a counterexample: $m$ is a boundary point of $S$.
19. Prove or give a counterexample: If a set $S$ has a maximum and a minimum, then $S$ is a closed set.
*21. Let $A$ be a nonempty open subset of $\mathbb{R}$ and let $\mathbb{Q}$ be the set of rationals. Prove that $A \cap \mathbb{Q} \neq \varnothing$.
20. Let $S$ and $T$ be subsets of $\mathbb{R}$. Prove the following.
(a) $\mathrm{cl}(\mathrm{cl} S)=\mathrm{cl} S$
(b) $\mathrm{cl}(S \cup T)=(\mathrm{cl} S) \cup(\mathrm{cl} T)$
(c) $\mathrm{cl}(S \cap T) \subseteq(\mathrm{cl} S) \cap(\mathrm{cl} T)$
(d) Find an example to show that equality need not hold in part (c).
21. Let $S$ and $T$ be subsets of $\mathbb{R}$. Prove the following.
(a) int $S$ is an open set.
(b) $\operatorname{int}(\operatorname{int} S)=\operatorname{int} S$
(c) $\operatorname{int}(S \cap T)=(\operatorname{int} S) \cap(\operatorname{int} T)$
(d) $(\operatorname{int} S) \cup(\operatorname{int} T) \subseteq \operatorname{int}(S \cup T)$
(e) Find an example to show that equality need not hold in part (d).
22. For any set $S \subseteq \mathbb{R}$, let $\bar{S}$ denote the intersection of all the closed sets containing $S$.
(a) Prove that $\bar{S}$ is a closed set.
(b) Prove that $\bar{S}$ is the smallest closed set containing $S$. That is, show that $S \subseteq \bar{S}$, and if $C$ is any closed set containing $S$, then $\bar{S} \subseteq C$.
(c) Prove that $\bar{S}=\mathrm{cl} S$.
(d) If $S$ is bounded, prove that $\bar{S}$ is bounded.
23. For any set $S \subseteq \mathbb{R}$, let $S^{0}$ denote the union of all the open sets contained in $S$.
(a) Prove that $S^{0}$ is an open set.
(b) Prove that $S^{0}$ is the largest open set contained in $S$. That is, show that $S^{\circ} \subseteq S$, and if $U$ is any open set contained in $S$, then $U \subseteq S^{\circ}$.
(c) Prove that $S^{0}=\operatorname{int} S$.
24. In this exercise we outline a proof of the following theorem: A subset of $\mathbb{R}$ is open iff it is the union of countably many disjoint open intervals in $\mathbb{R}$.
(a) Let $S$ be a nonempty open subset of $\mathbb{R}$. For each $x \in S$, let $A_{x}=$ $\{a \in \mathbb{R}:(a, x] \subseteq S\}$ and let $B_{x}=\{b \in \mathbb{R}:[x, b) \subseteq S\}$. Use the fact that $S$ is open to show that $A_{x}$ and $B_{x}$ are both nonempty.
(b) If $A_{x}$ is bounded below, let $a_{x}=\inf A_{x}$. Otherwise, let $a_{x}=-\infty$. If $B_{x}$ is bounded above, let $b_{x}=\sup B_{x}$; otherwise, let $b_{x}=\infty$. Show that $a_{x} \notin S$ and $b_{x} \notin S$.
(c) Let $I_{x}$ be the open interval $\left(a_{x}, b_{x}\right)$. Clearly, $x \in I_{x}$. Show that $I_{x} \subseteq S$. (Hint: Consider two cases for $y \in I_{x}: y<x$ and $y>x$.)
(d) Show that $S=\bigcup_{x \in S} I_{x}$.
(e) Show that the intervals $\left\{I_{x}: x \in S\right\}$ are pairwise disjoint. That is, suppose $x, y \in S$ with $x \neq y$. If $I_{x} \cap I_{y} \neq \varnothing$, show that $I_{x}=I_{y}$.
(f) Show that the set of distinct intervals $\left\{I_{x}: x \in S\right\}$ is countable.

## Section 5 COMPACT SETS

In Section 4 we introduced several important topological concepts in $\mathbb{R}$. Some of these concepts related to points: interior points, boundary points, and accumulation points. Others related to sets: open sets and closed sets. In this section we define another type of set that occurs frequently in applications.

If we require a subset of $\mathbb{R}$ to be both closed and bounded, then it will have a number of special properties not possessed by sets in general. The first such property is called compactness, and although its definition may at first appear strange, it is really a widely used concept of analysis.
5.1 DEFINITION A set $S$ is said to be compact if whenever it is contained in the union of a family $\mathscr{F}$ of open sets, it is contained in the union of some finite number of the sets in $\mathscr{F}$. If $\mathscr{F}$ is a family of open sets whose union contains $S$, then $\mathscr{F}$ is called an open cover of $S$. If $\mathscr{G} \subseteq \mathscr{F}$ and $\mathscr{G}$ is also an open cover of $S$, then $\mathscr{G}$ is called a subcover of $S$. Thus $S$ is compact iff every open cover of $S$ contains a finite subcover.

### 5.2 EXAMPLE

(a) Let $S=(0,2)$ and for each $n \in \mathbb{N}$ let $A_{n}=(1 / n, 3)$. (See Figure 1.) If $0<x<2$, then by the Archimedean property 3.10 (c), there exists $p \in \mathbb{N}$ such that $1 / p<x$. Thus $x \in A_{p}$, and $\mathscr{F}=\left\{A_{n}: n \in \mathbb{N}\right\}$ is an open cover for $S$. However, if $\mathscr{G}=\left\{A_{n_{1}}, \ldots, A_{n_{k}}\right\}$ is any finite subfamily of $\mathscr{F}$, and if $m=$ $\max \left\{n_{1}, \ldots, n_{k}\right\}$, then

$$
A_{n_{1}} \cup \cdots \cup A_{n_{k}}=A_{m}=\left(\frac{1}{m}, 3\right)
$$

It follows that the finite subfamily $\mathscr{G}$ is not an open cover of $(0,2)$. Since we have exhibited a particular open cover $\mathscr{F}$ that has no finite subcover, we conclude that the interval $(0,2)$ is not compact.


Figure 1 Part of an open cover of the interval $(0,2)$
(b) Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a finite subset of $\mathbb{R}$, and let $\mathscr{F}=\left\{A_{\alpha}: \alpha \in \mathscr{A}\right\}$ be any open cover of $S$. For each $i=1, \ldots, n$, there is a set $A_{\alpha_{i}}$ from $\mathscr{F}$ that contains $x_{i}$, since $\mathscr{F}$ is an open cover. It follows that the subfamily $\left\{A_{\alpha_{1}}, \ldots, A_{\alpha_{n}}\right\}$ also covers S . We conclude that any finite set is compact.
5.3 PRACTICE Show that $[0, \infty)$ is not compact by finding an open cover of $[0, \infty)$ that has no finite subcover.

Notice that in proving a set is compact we must show that any open cover (possibly containing uncountably many open sets) has a finite subcover. It is not sufficient to pick a particular open cover and extract a finite subcover. Because of this, it is often difficult to show directly that a given set satisfies the definition of being compact. Fortunately, the classical HeineBorel theorem, which we prove following a preliminary lemma, gives us a much easier characterization to use for subsets of $\mathbb{R}$.
5.4 LEMMA If $S$ is a nonempty closed bounded subset of $\mathbb{R}$, then $S$ has a maximum and a minimum.

Proof: Since $S$ is bounded above and nonempty, $m=\sup S$ exists by the completeness axiom. We want to show that $m \in S$. If $m$ is an accumulation point of $S$, then since $S$ is closed, we have $m \in S$ and $m=$ $\max S$. If $m$ is not an accumulation point of $S$, then for some $\varepsilon>0$ we have $N^{*}(m ; \varepsilon) \cap S=\varnothing$. But $m$ is the least upper bound of $S$, so $N(m ; \varepsilon) \cap S \neq \varnothing$. (If this intersection were empty, then $m-\varepsilon$ would be an upper bound of S.) Together these imply $m \in S$, so again we have $m=\max S$. Similarly, $\inf S \in S$, so $\inf S=\min S$.
5.5 THEOREM (Heine-Borel) A subset $S$ of $\mathbb{R}$ is compact iff $S$ is closed and bounded.

Proof: First, let us suppose that $S$ is compact. For each $n \in \mathbb{N}$, let $I_{n}=N(0 ; n)=(-n, n)$. Then each $I_{n}$ is open and $S \subseteq \bigcup_{n=1}^{\infty} I_{n}$. Thus $\left\{I_{n}: n \in \mathbb{N}\right\}$ is an open cover of $S$. Since $S$ is compact, there exist finitely many integers $n_{1}, \ldots, n_{k}$ such that

$$
S \subseteq\left(I_{n_{1}} \cup \cdots \cup I_{n_{k}}\right)=I_{m}
$$

where $m=\max \left\{n_{1}, \ldots, n_{k}\right\}$. It follows that $|x|<m$ for all $x \in S$, and $S$ is bounded.

To see that $S$ must be closed, we suppose that it were not closed. Then there would exist a point $p \in(\operatorname{cl} S) \backslash S$. For each $n \in \mathbb{N}$, we let $U_{n}=$ $\mathbb{R} \backslash[p-1 / n, p+1 / n]$. (The case where $p=2$ is illustrated in Figure 2.) Now each $U_{n}$ is an open set and we have

$$
\bigcup_{n=1}^{\infty} U_{n}=\mathbb{R} \backslash \bigcap_{n=1}^{\infty}[p-1 / n, p+1 / n]=\mathbb{R} \backslash\{p\} \supseteq S
$$

Thus $\left\{U_{n}: n \in \mathbb{N}\right\}$ is an open cover of $S$. Since $S$ is compact, there exist $n_{1}<n_{2}<\cdots<n_{k}$ in $\mathbb{N}$ such that $S \subseteq \bigcup_{i=1}^{k} U_{n_{i}}$. Furthermore, the $U_{n}$ 's are nested. That is, $U_{m} \subseteq U_{n}$ if $m \leq n$. It follows that $S \subseteq U_{n_{k}}$. But then $S$ $\cap N\left(p ; 1 / n_{k}\right)=\varnothing$, contradicting our choice of $p \in(\mathrm{cl} S) \backslash S$ and showing that $S$ must be closed.


Figure 2 Part of an open cover of $S$

Conversely, suppose that $S$ is closed and bounded. Let $\mathscr{F}$ be an open cover of $S$. For each $x \in \mathbb{R}$ let

$$
S_{x}=S \cap(-\infty, x]
$$

and let

$$
B=\left\{x: S_{x} \text { is covered by a finite subcover of } \mathscr{F}\right\}
$$

Since $S$ is closed and bounded, Lemma 5.4 implies that $S$ has a minimum, say $d$. Then $S_{d}=\{d\}$, and this is certainly covered by a finite subcover of $\mathscr{F}$. (See Figure 3.) Thus $d \in B$ and $B$ is nonempty. If we can show that $B$ is not bounded above, then it will contain a number $z$ greater than $\sup S$. But then $S_{z}=S$, and since $z \in B$, we can conclude that $S$ is compact.


Figure 3 The set $S_{x}$ for various values of $x$

To this end, we suppose that $B$ is bounded above and let $m=\sup B$. We shall show that $m \in S$ and $m \notin S$ both lead to contradictions.

If $m \in S$, then since $\mathscr{F}$ is an open cover of $S$, there exists $F_{0}$ in $\mathscr{F}$ such that $m \in F_{0}$. Since $F_{0}$ is open, there exists an interval $\left[x_{1}, x_{2}\right]$ in $F_{0}$ such that

$$
x_{1}<m<x_{2} .
$$

Since $x_{1}<m$ and $m=\sup B$, there exist $F_{1}, \ldots, F_{k}$ in $\mathscr{F}$ that cover $S_{x_{1}}$. But then $F_{0}, F_{1}, \ldots, F_{k}$ cover $S_{x_{2}}$, so that $x_{2} \in B$. This contradicts $m=$ sup B. (See Figure 4.)


Figure 4 Showing $x_{2} \in B$

On the other hand, if $m \notin S$, then since $S$ is closed there exists an $\varepsilon>0$ such that $N(m ; \varepsilon) \cap S=\varnothing$. (See Figure 5.) But then

$$
S_{m-\varepsilon}=S_{m+\varepsilon / 2} .
$$

Since $m-\boldsymbol{\varepsilon} \in B$, we have $m+\boldsymbol{\varepsilon} / 2 \in B$, which again contradicts $m=\sup B$.
Since the possibility that $B$ is bounded above leads to a contradiction, we must conclude that $B$ is not bounded above, and hence $S$ is compact.


Figure $5 \quad S_{m-\varepsilon}=S_{m+\varepsilon / 2}$

In Example 4.15 we showed that a finite set will have no accumulation points. We also saw that some unbounded sets (such as $\mathbb{N}$ ) have no accumulation points. As an application of the Heine-Borel theorem, we now derive the classical Bolzano-Weierstrass theorem, which states that these are the only conditions that can allow a set to have no accumulation points.
5.6 THEOREM (Bolzano-Weierstrass) If a bounded subset $S$ of $\mathbb{R}$ contains infinitely many points, then there exists at least one point in $\mathbb{R}$ that is an accumulation point of $S$.

Proof: Let $S$ be a bounded subset of $\mathbb{R}$ containing infinitely many points. Suppose that $S$ has no accumulation points. Then $S$ is closed by Theorem 4.17(a), so by the Heine-Borel theorem (5.5), $S$ is compact. Since $S$ has no accumulation points, given any $x \in S$, there exists a neighborhood $N(x)$ of $x$ such that $S \cap N(x)=\{x\}$. (See Figure 6.) Now the family $\{N(x): x \in S\}$ is an open cover of $S$, and since $S$ is compact there exist $x_{1}, \ldots, x_{n}$ in $S$ such that $\left\{N\left(x_{1}\right), \ldots, N\left(x_{n}\right)\right\}$ covers $S$. But

$$
S \cap\left[N\left(x_{1}\right) \cup \cdots \cup N\left(x_{n}\right)\right]=\left\{x_{1}, \ldots, x_{n}\right\},
$$

so $S=\left\{x_{1}, \ldots, x_{n}\right\}$. This contradicts $S$ having infinitely many points.


Figure $6 S \cap N(x)=\{x\}$

We conclude this section with a result that illustrates an important property of compact sets.
5.7 THEOREM Let $\mathscr{F}=\left\{K_{\alpha}: \alpha \in \mathscr{A}\right\}$ be a family of compact subsets of $\mathbb{R}$. Suppose that the intersection of any finite subfamily of $\mathscr{F}$ is nonempty. Then $\bigcap\left\{K_{\alpha}: \alpha \in \mathscr{A}\right\} \neq \varnothing$.

Proof: For each $\alpha \in \mathscr{A}$, let $F_{\alpha}=\mathbb{R} \backslash K_{\alpha}$. Since each $K_{\alpha}$ is compact, it is closed and its complement $F_{\alpha}$ is open. Choose a member $K$ of $\mathscr{F}$ and suppose that no point of $K$ belongs to every $K_{\alpha}$. Then every point of $K$ belongs to some $F_{\alpha}$. That is, the sets $F_{\alpha}$ form an open cover of $K$. Since $K$ is compact, there exist finitely many indices $\alpha_{1}, \ldots, \alpha_{n}$ such that $K \subseteq$ $\left(F_{\alpha_{1}} \cup \cdots \cup F_{\alpha_{n}}\right)$. But

$$
\begin{aligned}
F_{\alpha_{1}} \cup \cdots \cup F_{\alpha_{n}} & =\left(\mathbb{R} \backslash K_{\alpha_{1}}\right) \cup \cdots \cup\left(\mathbb{R} \backslash K_{\alpha_{n}}\right) \\
& =\mathbb{R} \backslash\left(K_{\alpha_{1}} \cap \cdots \cap K_{\alpha_{n}}\right),
\end{aligned}
$$

so $K \cap\left(K_{\alpha_{1}} \cap \cdots \cap K_{\alpha_{n}}\right)=\varnothing$, a contradiction.
Thus some point in $K$ belongs to each $K_{\alpha}$, and $\cap\left\{K_{\alpha}: \alpha \in \mathscr{A}\right\} \neq \varnothing$.
5.8 COROLLARY (Nested Intervals Theorem) Let $\mathscr{F}=\left\{A_{n}: n \in \mathbb{N}\right\}$ be a family of closed bounded intervals in $\mathbb{R}$ such that $A_{n+1} \subseteq A_{n}$ for all $n \in \mathbb{N}$. Then $\bigcap_{n=1}^{\infty} A_{n} \neq \varnothing$.

Proof: Given any $n_{1}<n_{2}<\cdots<n_{k}$ in $\mathbb{N}$, we have $\bigcap_{i=1}^{k} A_{n_{i}}=A_{n_{k}} \neq \varnothing$.
Thus Theorem 5.7 implies that $\bigcap_{n=1}^{\infty} A_{n} \neq \varnothing$.

Review of Key Terms in Section 5

| Compact set | Subcover | Bolzano-Weierstrass theorem |
| :--- | :--- | :--- |
| Open cover | Heine-Borel theorem |  |

## ANSWERS TO PRACTICE PROBLEMS

5.3 One possibility is to let $A_{n}=(-1, n)$ for all $n \in \mathbb{N}$.

## 5 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with $亠 幺$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) A set $S$ is compact iff every open cover of $S$ contains a finite subcover.
(b) Every finite set is compact.
(c) No infinite set is compact.
(d) If a set is compact, then it has a maximum and a minimum.
(e) If a set has a maximum and a minimum, then it is compact.
2. Mark each statement True or False. Justify each answer.
(a) Some unbounded sets are compact.
(b) If $S$ is a compact subset of $\mathbb{R}$, then there is at least one point in $\mathbb{R}$ that is an accumulation point of $S$.
(c) If $S$ is compact and $x$ is an accumulation point of $S$, then $x \in S$.
(d) If $S$ is unbounded, then $S$ has at least one accumulation point.
(e) Let $\mathscr{F}=\left\{A_{i}: i \in \mathbb{N}\right\}$ and suppose that the intersection of any finite subfamily of $\mathscr{F}$ is nonempty. If $\cap \mathscr{F}=\varnothing$, then for some $k \in \mathbb{N}, A_{k}$ is not compact.
3. Show that each subset of $\mathbb{R}$ is not compact by describing an open cover for it that has no finite subcover.
(a) $[1,3)$
(b) $[1,2) \cup(3,4]$
(c) $\mathbb{N}$
(d) $\{1 / n: n \in \mathbb{N}\} \hat{\Sigma}$
(e) $\{x \in \mathbb{Q}: 0 \leq x \leq 2\}$
4. Prove that the intersection of any collection of compact sets is compact.
5. (a) If $S_{1}$ and $S_{2}$ are compact subsets of $\mathbb{R}$, prove that $S_{1} \cup S_{2}$ is compact.
(b) Find an infinite collection $\left\{S_{n}: n \in \mathbb{N}\right\}$ of compact sets in $\mathbb{R}$ such that $\bigcup_{n=1}^{\infty} S_{n}$ is not compact.
6. Show that compactness is necessary in Corollary 5.8. That is, find a family of intervals $\left\{A_{n}: n \in \mathbb{N}\right\}$ with $A_{n+1} \subseteq A_{n}$ for all $n, \bigcap_{n=1}^{\infty} A_{n}=\varnothing$, and such that
(a) The sets $A_{n}$ are all closed.
(b) The sets $A_{n}$ are all bounded.
7. (a) Let $\mathscr{F}$ be a collection of disjoint open subsets of $\mathbb{R}$. Prove that $\mathscr{F}$ is countable. is
(b) Find an example of a collection of disjoint closed subsets of $\mathbb{R}$ that is not countable.
*8. If $S$ is a compact subset of $\mathbb{R}$ and $T$ is a closed subset of $S$, then $T$ is compact.
(a) Prove this using the definition of compactness.
(b) Prove this using the Heine-Borel theorem.
8. Find an uncountable open cover $\mathscr{F}$ of $\mathbb{R}$ such that $\mathscr{F}$ has no finite subcover. Does $\mathscr{F}$ contain a countable subcover?
9. Let $\mathscr{G}=\{N(p ; r): p, r \in \mathbb{Q}$ and $r>0\}$.
(a) Prove that $\mathscr{G}$ is countable.
(b) Let $A$ be a nonempty open set and let $\mathscr{G}_{A}=\{N \in \mathscr{G}: N \subseteq A\}$. Prove that $\bigcup\left\{N: N \in \mathscr{G}_{A}\right\}=A$. What is the cardinality of $\mathscr{G}_{A}$.
(c) Let $\mathscr{F}$ be any nonempty collection of nonempty open sets. Prove that there is a family $\mathscr{G}_{\mathscr{F}} \subseteq \mathscr{G}$ such that $\bigcup\left\{N: N \in \mathscr{G}_{\mathscr{F}}\right\}=\bigcup\{F: F \in \mathscr{F}\}$. Then use $\mathscr{G}_{\mathscr{F}}$ to show that there is a countable subfamily $\mathscr{H} \subseteq \mathscr{G}$ such that $\bigcup\{H \in \mathscr{H}\}=\bigcup\{F \in \mathscr{F}\}$.
(d) Prove the Lindelöf covering theorem: Let $S$ be a subset of $\mathbb{R}$ and let $\mathscr{F}$ be an open covering of $S$. Then there is a countable subfamily of $\mathscr{F}$ that also covers $S$.
10. Let $I$ be the interval $[0,1]$. Remove the open middle third segment $\left(\frac{1}{3}, \frac{2}{3}\right)$ and let $A_{1}$ be the set that remains. That is,

$$
A_{1}=\left[0, \frac{1}{3}\right] \cup\left[\frac{2}{3}, 1\right] .
$$

Then remove the open middle third segment from each of the two parts of $A_{1}$ and call the remaining set $A_{2}$. Thus

$$
A_{2}=\left[0, \frac{1}{9}\right] \cup\left[\frac{2}{9}, \frac{1}{3}\right] \cup\left[\frac{2}{3}, \frac{7}{9}\right] \cup\left[\frac{8}{9}, 1\right]
$$

Continue in this manner. That is, given $A_{k}$, remove the open middle third segment from each of the closed segments whose union is $A_{k}$, and call the remaining set $A_{k+1}$. Note that $A_{1} \supseteq A_{2} \supseteq A_{3} \supseteq \cdots$ and that for each $k \in \mathbb{N}$, $A_{k}$ is the union of $2^{k}$ closed intervals each of length $3^{-k}$. The set $C=$ $\bigcap_{k=1}^{\infty} A_{k}$ is called the Cantor set.
(a) Prove that $C$ is compact.
(b) Let $x=0 . a_{1} a_{2} a_{3} \cdots$ be the ternary (base 3) expansion of a number $x$ in $[0,1]$. Prove that $x \in C$ iff $x$ has a ternary expansion with $a_{n} \in\{0,2\}$ for all $n \in \mathbb{N}$.
(c) Prove that $C$ is uncountable.
(d) Prove that $C$ contains no intervals.
(e) Prove that $\frac{1}{4} \in C$ but $\frac{1}{4}$ is not an endpoint of any of the intervals in any of the sets $A_{k}(k \in \mathbb{N})$.
12. Let $S$ be a subset of $\mathbb{R}$. Prove that $S$ is compact iff every infinite subset of $S$ has an accumulation point in $S$.
13. In any ordered field $F$, we can define absolute value in the usual way: $|x|=x$ if $x \geq 0$ and $|x|=-x$ if $x<0$. Using this we can define neighborhoods, and from neighborhoods obtain the other topological concepts of open sets, closed sets, accumulation points, and so on. Our proof that a closed, bounded set is compact used the completeness of $\mathbb{R}$ in a crucial way. Show that this result does not necessarily hold in an ordered field that is not
complete. For an ordered field $F$ as given below, find a subset of $F$ that is bounded and closed in $F$, but not compact.
(a) Let $F$ be the ordered field of rational numbers $\mathbb{Q}$.
(b) Let $F$ be the ordered field of rational functions $\mathbb{F}$ described in Example 2.6.
14. The Bolzano-Weierstrass theorem (5.6) does not necessarily hold in an arbitrary ordered field $F$. (See Exercise 13.) Find counterexamples when:
(a) $F$ is the ordered field of rational numbers $\mathbb{Q}$.
(b) $F$ is the ordered field of rational functions $\mathbb{F}$ described in Example 2.6.

## Section 6 METRIC SPACES ${ }^{\dagger}$

The main focus of this chapter is the study of analysis using the real numbers $\mathbb{R}$. Earlier in this chapter we described two important properties of $\mathbb{R}$ : order and completeness. One way to gain a deeper understanding of a property is to study a context in which it does not apply. We have already done this briefly for the completeness property by looking at the ordered field of rational functions. (See Exercises 3.16, 5.13, and 5.14.)

In this section we consider a context in which order is not usually available and in which completeness may or may not apply. It will also give us a more general setting in which to consider the topological properties of Sections 4 and 5 . While for us the main value of this study will be as a contrast to $\mathbb{R}$, it also gives us an introduction to a topic that is of central importance in higher analysis.

Much of our discussion of topology in the last two sections depended on the concepts of distance and neighborhoods. By identifying the properties of distance that are essential to it, we are able to transfer this concept to a more general setting. In Definition 6.1 we define a general distance function (or metric), and in Definition 6.3 we use this to define a general neighborhood.

[^7]Let $X$ be any nonempty set. A function $d: X \times X \rightarrow \mathbb{R}$ is called a metric on $X$ if it satisfies the following conditions for all $x, y, z \in X$.
(1) $d(x, y) \geq 0$
(2) $d(x, y)=0$ if and only if $x=y$
(3) $d(x, y)=d(y, x)$
(4) $d(x, y) \leq d(x, z)+d(z, y) \quad$ (triangle inequality)

A set $X$ together with a metric $d$ is said to be a metric space. Since a set may have more than one metric defined on it, we often identify both and denote the metric space by $(X, d)$. On the other hand, if the particular metric is not important (or if it is otherwise identified), we may simply write $X$.

### 6.2 EXAMPLE

(a) Let $X=\mathbb{R}$ and define $d: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ by $d(x, y)=|x-y|$ for all $x, y \in$ $\mathbb{R}$. The fact that $d$ is a metric follows directly from the properties of absolute values. In particular, condition (4) follows from the triangle inequality of Theorem $2.9(\mathrm{~d})$. When we refer to $\mathbb{R}$ as a metric space and do not specify any particular metric, it is understood that we are using this absolute value metric.
(b) Let $X=\mathbb{R} \times \mathbb{R}=\mathbb{R}^{2}$ and define $d: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}
$$

for points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ in $\mathbb{R}^{2}$.
This metric is called the Euclidean metric on $\mathbb{R}^{2}$ because it corresponds to our usual measure of distance between two points in the plane. When we refer to $\mathbb{R}^{2}$ as a metric space and do not specify any other particular metric, it is understood that we are using the Euclidean metric.

The first three conditions for a metric follow easily from the definition of the positive square root function. The proof of the triangle inequality for this function $d$ will not be included here, but it can be found in most linear algebra books and in more advanced analysis texts. ${ }^{\dagger}$

We can now also see why condition (4) is called the triangle inequality. If $x, y$, and $z$ are the vertices of a triangle, then (4) states that the length of one side of the triangle must be less than or equal to the sum of the lengths of the other two sides. (See Figure 1.)


Figure $1 d(x, y) \leq d(x, z)+d(z, y)$

[^8](c) Let $X$ be a nonempty set and define the "discrete" metric $d$ on $X$ by
\[

d(x, y)= $$
\begin{cases}0, & \text { if } x=y \\ 1, & \text { if } x \neq y\end{cases}
$$
\]

Once again the first three conditions of a metric follow directly from the definition of $d$. The triangle inequality can easily be established by considering the separate cases when the points $x, y$, and $z$ are distinct or not. Specifically, if $x \neq z$, then

$$
d(x, y) \leq 1 \leq 1+d(z, y)=d(x, z)+d(z, y)
$$

If $x=z=y$, then

$$
d(x, y)=0=0+0=d(x, z)+d(z, y)
$$

If $x=z$ but $x \neq y$, then $z \neq y$, so that

$$
d(x, y)=1=0+1=d(x, z)+d(z, y)
$$

From this example we see that any nonempty set can be made into a metric space.
6.3 DEFINITION Let $(X, d)$ be a metric space, let $x \in X$, and let $\varepsilon>0$. The neighborhood of $x$ of radius $\varepsilon$ is given by

$$
N(x ; \varepsilon)=\{y \in X: d(x, y)<\varepsilon\} .
$$

6.4 EXAMPLE It will be instructive to look again at the examples of metric spaces defined above and see what the neighborhoods look like geometrically.
(a) The metric $d$ defined on $\mathbb{R}$ by $d(x, y)=|x-y|$ is the usual measure of distance in $\mathbb{R}$. The neighborhoods are just open intervals:

$$
N(x ; \varepsilon)=(x-\varepsilon, x+\varepsilon)
$$

(b) The Euclidean metric on $\mathbb{R}^{2}$ produces neighborhoods that are circular disks. [See Figure 2(a).] In particular, the neighborhood of radius 1 centered at the origin $\mathbf{0}=(0,0)$ in $\mathbb{R}^{2}$ is given by

$$
N(\mathbf{0} ; 1)=\left\{(x, y): x^{2}+y^{2}<1\right\}
$$

(c) The neighborhoods for the discrete metric defined in Example 6.2(c) depend on the size of the radius. If $\varepsilon \leq 1$, then the neighborhood contains only the center point itself. If $\varepsilon>1$, then the neighborhood contains all of $X$. In particular, if $X=\mathbb{R}^{2}$, then

$$
N(\mathbf{0} ; 1)=\{\mathbf{0}\} \text { and } N(\mathbf{0} ; 2)=\mathbb{R}^{2}
$$



Figure 2 Neighborhoods of the origin
6.5 EXAMPLE For another interesting example, let $X=\mathbb{R}^{2}$ and define $d_{1}$ by

$$
d_{1}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right| .
$$

It is clear that the first three conditions of a metric are satisfied by $d_{1}$. To see that the triangle inequality also holds, let $\mathbf{p}_{1}=\left(x_{1}, y_{1}\right), \mathbf{p}_{2}=\left(x_{2}, y_{2}\right)$, and $\mathbf{p}_{3}=$ $\left(x_{3}, y_{3}\right)$ be arbitrary points in $\mathbb{R}^{2}$. Then

$$
\begin{aligned}
d_{1}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) & =\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right| \\
& =\left|x_{1}-x_{3}+x_{3}-x_{2}\right|+\left|y_{1}-y_{3}+y_{3}-y_{2}\right| \\
& \leq\left|x_{1}-x_{3}\right|+\left|x_{3}-x_{2}\right|+\left|y_{1}-y_{3}\right|+\left|y_{3}-y_{2}\right| \\
& =\left|x_{1}-x_{3}\right|+\left|y_{1}-y_{3}\right|+\left|x_{3}-x_{2}\right|+\left|y_{3}-y_{2}\right| \\
& =d_{1}\left(\mathbf{p}_{1}, \mathbf{p}_{3}\right)+d_{1}\left(\mathbf{p}_{3}, \mathbf{p}_{2}\right),
\end{aligned}
$$

where the inequality comes from the triangle inequality for absolute value [Theorem 2.9(d)]. Geometrically, the neighborhoods in this metric are diamond shaped. [See Figure 2(b).]

If $(X, d)$ is a metric space, then we can use Definition 6.3 for neighborhoods to characterize interior points, boundary points, open sets, and closed sets, just as we did in Section 4 for $\mathbb{R}$. The theorems from Section 4 that relate to these concepts also carry over to this more general setting with little or no change in their proofs. One result that should not be unexpected but that requires a new proof is the following theorem.
6.6 THEOREM Let $(X, d)$ be a metric space. Any neighborhood of a point in $X$ is an open set.

Proof: Let $x \in X$ and let $\varepsilon>0$. To see that $N(x ; \varepsilon)$ is an open set, we shall show that any point $y$ in $N(x ; \varepsilon)$ is an interior point of $N(x ; \varepsilon)$. If $y \in N(x ; \varepsilon)$, then

$$
\delta=\varepsilon-d(x, y)>0
$$

We claim that $N(y ; \delta) \subseteq N(x ; \varepsilon)$. (See Figure 3.)


Figure $3 N(y ; \delta) \subseteq N(x ; \varepsilon)$

If $z \in N(y ; \boldsymbol{\delta})$, then $d(z, y)<\delta$. It follows that

$$
\begin{aligned}
d(z, x) & \leq d(z, y)+d(y, x) \\
& <\delta+d(y, x) \\
& =[\varepsilon-d(x, y)]+d(y, x)=\varepsilon
\end{aligned}
$$

so $z \in N(x ; \mathcal{\varepsilon})$. Thus $N(y ; \boldsymbol{\delta}) \subseteq N(x ; \mathcal{\varepsilon})$, and so $y$ is an interior point of $N(x ; \varepsilon)$, and $N(x ; \varepsilon)$ is open.
6.7 PRACTICE Consider the set $\mathbb{R}^{2}$ with the Euclidean metric. From our comments prior to Theorem 6.6 we know that the intersection of any finite collection of open sets is an open set. Find an infinite collection of open sets in $\mathbb{R}^{2}$ whose intersection is not open.
6.8 PRACTICE Consider the set $\mathbb{R}^{2}$ with the discrete metric of Example 6.2(c). Can you find an infinite collection of open sets whose intersection is not open?

The definition of a deleted neighborhood in a metric space $(X, d)$ is similar to that in $\mathbb{R}$ :

$$
N^{*}(x ; \boldsymbol{\varepsilon})=\{y \in X: 0<d(x, y)<\boldsymbol{\varepsilon}\} .
$$

The definition of an accumulation point is also analogous: $x$ is an accumulation point of a set $S$ if for every $\mathcal{\varepsilon}>0, N^{*}(x ; \mathcal{\varepsilon}) \cap S \neq \varnothing$. Once again, the closure of a set $S$, denoted by $\mathrm{cl} S$, is given by

$$
\operatorname{cl} S=S \cup S^{\prime}
$$

where $S^{\prime}$ is the set of all accumulation points of $S$.
The properties of closure and closed sets given in Theorem 4.17 continue to apply in a general metric space. Indeed, the proofs given there were all stated in terms of neighborhoods, so they carry over with no change at all. Of course the diagram in Figure 4.2 would be different depending on the geometric shape of the neighborhoods.
6.9 PRACTICE Draw a diagram similar to Figure 4.2 to illustrate the proof of Theorem 4.17(b) for $\mathbb{R}^{2}$ with the Euclidean metric.

While the familiar properties of open sets and closed sets that we derived for $\mathbb{R}$ continue to apply in a general metric space, when it comes to compact sets we have to be careful. The definition is the same: A set $S$ is compact iff every open cover of $S$ contains a finite subcover. But some of the properties are different. Specifically, the Heine-Borel theorem no longer holds. To see what properties do apply, we first need to define what it means for a set to be bounded in $(X, d)$.
6.10 DEFINITION A set $S$ in a metric space $(X, d)$ is bounded if $S \subseteq N(x ; \varepsilon)$ for some $x \in X$ and some $\varepsilon>0$.
6.11 THEOREM Let $S$ be a compact subset of a metric space $(X, d)$. Then
(a) $S$ is closed and bounded.
(b) Every infinite subset of $S$ has an accumulation point in $S$.

Proof: (a) The first half of the proof of the Heine-Borel theorem (5.5) was given entirely in terms of neighborhoods and open sets. It applies without any changes in this more general setting.
(b) This proof is the same as the proof of the Bolzano-Weierstrass theorem (5.6), except that the compactness of $S$ is assumed (instead of using boundedness and the Heine-Borel theorem). We know that the accumulation point of $S$ must be in $S$, since $S$ is closed.

While a compact subset of $(X, d)$ must be closed and bounded, the converse does not hold in general. The proof of the converse in $\mathbb{R}$ (given in

Theorem 5.5) was very dependent on the completeness of $\mathbb{R}$, a property not shared by all metric spaces. We do note, however, that the converse does hold in $\mathbb{R}^{d}$ for all $d \in \mathbb{N}$, when a generalized Euclidean metric is used.
6.12 EXAMPLE Consider the set $\mathbb{R}^{2}$ with the discrete metric of Example 6.2(c). In Practice 6.8 we found that every subset of $\mathbb{R}^{2}$ with this metric is open. Since the complement of an open set is closed, this means that every subset is also closed! Let $S$ be the unit square:

$$
S=\{(x, y): 0 \leq x \leq 1 \text { and } 0 \leq y \leq 1\} .
$$

Clearly, $S$ is bounded since

$$
S \subseteq N(\mathbf{0} ; 2)=\mathbb{R}^{2}
$$

but $S$ is not compact. Indeed, for each point $\mathbf{p} \in S$, let $A_{\mathbf{p}}=\{\mathbf{p}\}$. Then each $A_{\mathbf{p}}$ is an open set and

$$
S \subseteq \bigcup_{\mathbf{p} \in S} A_{\mathbf{p}}
$$

so $\mathscr{F}=\left\{A_{\mathbf{p}}: \mathbf{p} \in S\right\}$ is an open cover for $S$. But $\mathscr{F}$ contains no finite subcover of $S$, since each set in $\mathscr{F}$ covers only one point in $S$ and there are infinitely many points in $S$.

We conclude that in this metric space the unit square $S$ is closed and bounded, but not compact.

Review of Key Terms in Section 6

| Metric | Metric space | Neighborhood |
| :--- | :--- | :--- |
| Triangle inequality | Euclidean metric | Bounded set |

## ANSWERS TO PRACTICE PROBLEMS

6.7 Let $A_{n}=N(\mathbf{0} ; 1 / n)$ for $n \in \mathbb{N}$. Then $\bigcap_{n=1}^{\infty} A_{n}=\{\mathbf{0}\}$, which is not open.
6.8 It is not possible to find such a collection. The reason is that every subset of $\mathbb{R}^{2}$ with this metric is an open set. To see this, note that for any point $\mathbf{p} \in \mathbb{R}^{2}$, we have $N(\mathbf{p} ; 1)=\{\mathbf{p}\}$. Since neighborhoods are always open sets (Theorem 6.6), each singleton set consisting of one point is an open set. Since every set is the union of the points in the set, this means that every set is open!
6.9


## 6 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $x, y \in(X, d)$ and $d(x, y)=0$, then $x=y$.
(b) If $x, y \in(X, d)$ and $d(x, y)>0$, then $x \neq y$.
(c) If $x, y \in(X, d)$, then $d(x, y)=d(y, x)$.
(d) If $x, y, z \in(X, d)$, then $d(x, y)=d(x, z)+d(z, y)$.
2. Mark each statement True or False. Justify each answer.
(a) If $S$ is a nonempty open proper subset of a metric space $X$, then $X \backslash S$ is not open.
(b) If $S$ is a compact subset of a metric space $X$, then $S$ is closed and bounded.
(c) If $S$ is a closed bounded subset of a metric space $X$, then $S$ is compact.
(d) If $S$ is a compact subset of a metric space $X$, then $S$ has an accumulation point in $S$.
3. Let $X=\mathbb{R}^{2}$ and define $d_{2}: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
d_{2}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\max \left\{\left|x_{1}-x_{2}\right|,\left|y_{1}-y_{2}\right|\right\} .
$$

(a) Verify that $d_{2}$ is a metric on $\mathbb{R}^{2}$. As
(b) Draw the neighborhood $N(\mathbf{0} ; 1)$ for $d_{2}$, where $\mathbf{0}$ is the origin in $\mathbb{R}^{2}$.
4. Let $X=\mathbb{R} \times \mathbb{R} \times \mathbb{R}=\mathbb{R}^{3}$ and define the metric $d: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ by

$$
d\left(\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right)\right)=\max \left\{\left|x_{1}-x_{2}\right|,\left|y_{1}-y_{2}\right|,\left|z_{1}-z_{2}\right|\right\} .
$$

Describe the neighborhood $N(\mathbf{0} ; 1)$, where $\mathbf{0}$ is the origin in $\mathbb{R}^{3}$.
5. Let $X=\mathbb{R}^{2}$ and let $d$ be the Euclidean metric. Define $d_{3}: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by $d_{3}(\mathbf{x}, \mathbf{y})=\min \{1, d(\mathbf{x}, \mathbf{y})\}$. (This metric is sometimes called the "nearsighted" metric. Up to one unit away, every point is distinguished clearly. But past one, everything gets blurred together.)
(a) Verify that $d_{3}$ is a metric on $\mathbb{R}^{2}$. $t$
(b) Draw the neighborhoods $N\left(\mathbf{0} ; \frac{1}{2}\right), N(\mathbf{0} ; 1)$, and $N(\mathbf{0} ; 2)$ for $d_{3}$, where 0 is the origin in $\mathbb{R}^{2}$.
6. Let $X=\mathbb{R} \times \mathbb{R} \times \mathbb{R}=\mathbb{R}^{3}$ and define the metric $d: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ by

$$
d\left(\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right)\right)=\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right| .
$$

Describe the neighborhood $N(\mathbf{0} ; 1)$, where $\mathbf{0}$ is the origin in $\mathbb{R}^{3}$.
7. Let $X=\mathbb{R}^{2}$ and let $d$ be the Euclidean metric. Define $w: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
w(\mathbf{x}, \mathbf{y})= \begin{cases}d(\mathbf{x}, \mathbf{y}), & \text { if } \mathbf{x}, \mathbf{y} \text { and } \mathbf{0}=(0,0) \text { are collinear }, \\ d(\mathbf{x}, \mathbf{0})+d(\mathbf{0}, \mathbf{y}), & \text { otherwise } .\end{cases}
$$

(This metric is sometimes called the "Washington metric" because of its similarity to the streets of Washington, D.C.) Let $\mathbf{p}=(4,5)$ and $\mathbf{q}=(1,1)$. Draw the following neighborhoods for this metric:
(a) $N(\mathbf{0} ; 1)$;
(b) $N(\mathbf{p} ; 2)$;
(c) $N(\mathbf{q} ; 2)$.
8. Let $F$ be a nonempty set of functions that map $[0,1]$ into $[0,1]$. For $f$ and $g$ in $F$, define

$$
d(f, g)=\sup \{|f(x)-g(x)|: x \in[0,1]\}
$$

Show that $d$ is a metric on $F$.
9. Let $(X, d)$ be a metric space. For all $x, y \in X$ define

$$
d_{4}(x, y)=\frac{d(x, y)}{1+d(x, y)}
$$

Verify that $d_{4}$ is a metric on $X$. [Note that $d_{4}$ is a bounded metric on $X$ in the sense that $0 \leq d_{4}(x, y) \leq 1$ for all $x, y \in X$.] is
10. If $A$ and $B$ are compact subsets of a metric space $(X, d)$, prove that $A \cup B$ is compact.
11. (a) Let $x$ be a point in a metric space $(X, d)$. Prove that the singleton set $\{x\}$ is closed. is
(b) Why doesn't part (a) contradict the answer to Practice 6.8?
*12. (a) If $A$ is a compact subset of a metric space $(X, d)$ and $B$ is a closed subset of $A$, prove that $B$ is also compact.
(b) Prove that the intersection of any collection of compact sets in a metric space is compact.
13. Let $A$ be a subset of a metric space $(X, d)$. Prove the following:
(a) If $A$ is open, then $\operatorname{int}(\operatorname{bd} A)=\varnothing$.
(b) If $A$ is closed, then int $(\mathrm{bd} A)=\varnothing$.
(c) Find an example of a metric space $(X, d)$ and a subset $A$ such that $\operatorname{int}(\operatorname{bd} A)=X$. $\lambda$
14. In a metric space $(X, d)$ the closed ball of radius $\varepsilon>0$ about the point $x$ in $X$ is the set

$$
B(x ; \varepsilon)=\{y \in X: d(x, y) \leq \varepsilon\}
$$

(a) Prove that $B(x ; \varepsilon)$ is a closed set.
(b) Prove that $\mathrm{cl} N(x ; \varepsilon) \subseteq B(x ; \varepsilon)$.
(c) Find an example of a metric space $(X, d)$, a point $x \in X$, and a radius $\varepsilon>0$ such that $\mathrm{cl} N(x ; \varepsilon) \neq B(x ; \varepsilon)$.
15. Let $X=\mathbb{R}^{2}$, let $d$ be the Euclidean metric, let $d_{1}$ be the metric of Example 6.5, and let $d_{2}$ be the metric of Exercise 3. Let $A$ be a subset of $\mathbb{R}^{2}$. Prove that $A$ is open in $\left(\mathbb{R}^{2}, d\right)$ iff $A$ is open in $\left(\mathbb{R}^{2}, d_{1}\right)$ iff $A$ is open in $\left(\mathbb{R}^{2}, d_{2}\right)$. [Two metrics for a set are said to be (topologically) equivalent if a subset is open with respect to one metric iff it is open with respect to the other. Thus in this exercise you are to show that $d, d_{1}$, and $d_{2}$ are equivalent metrics.] is

Exercises 16 to 20 relate to the following definition: Let $(X, d)$ be a metric space. A subset $D$ of $X$ is said to be dense in $X$ if $\mathrm{cl} D=X$.
16. Let $D$ be a subset of a metric space $(X, d)$.
(a) Prove that $D$ is dense in $X$ iff every nonempty open subset of $X$ has a nonempty intersection with $D$.
(b) Prove that $D$ is dense in $X$ iff for every $x \in X$ and every $\varepsilon>0$ there exists a point $z$ in $D$ such that $d(x, z)<\varepsilon$.
17. Prove that $\mathbb{Q}$ is dense in $\mathbb{R}$ with the usual absolute value metric. [If a metric space $(X, d)$ has a countable subset that is dense, then $X$ is said to be separable. Thus in this exercise you are to show that $\mathbb{R}$ is separable.]
18. Let $X$ be a nonempty set and let $d$ be the metric of Example 6.2(c). Prove that no proper subset of $X$ is dense with this metric.
19. Prove that $\mathbb{Q} \times \mathbb{Q}=\{(x, y): x \in \mathbb{Q}$ and $y \in \mathbb{Q}\}$ is dense in $\mathbb{R}^{2}$ with the Euclidean metric. (Since $\mathbb{Q} \times \mathbb{Q}$ is countable, this means that $\mathbb{R}^{2}$ is separable. See Exercise 17.)
20. Prove that $\{(x, y): x \neq 0$ and $y \neq 0\}$ is dense in $\mathbb{R}^{2}$ with the usual Euclidean metric.

## Hints for Selected Exercises

## Section 1

5. Use Exercise 4 and Example 1.3.
6. $1+r+r^{2}+\cdots+r^{k}+r^{k+1}=\frac{1-r^{k+1}}{1-r}+r^{k+1}=\frac{1-r^{k+2}}{1-r}$.
7. $5^{2 k+2}-1=5^{2 k+2}-5^{2}+5^{2}-1=5^{2}\left(5^{2 k}-1\right)+5^{2}-1$.
8. Compute the sum for $n=1, \ldots, 6$ and look for a pattern that depends on $n$.
9. (a) True for $n=1$ and $n \geq 4$. For $n=1$ we have $1^{2} \leq 1$ !, which is true. For $n=4$ we have $4^{2}=16 \leq 24=4$ !, which is also true. Now suppose that $k^{2} \leq k$ ! for some $k \geq 4$. Then $k+1=k(1+1 / k)<k^{2}$, since $1+1 / k \leq$ $2<k$. Thus $(k+1)^{2}=(k+1)(k+1)<(k+1)\left(k^{2}\right) \leq(k+1)(k!)=(k+1)!$. It follows from Theorem 1.6 that $n^{2}<n$ ! for all $n \geq 4$.
10. Note that for an integer $x \geq 8$, if $x=3 m+5 n$, then $m \geq 3$ or $n \geq 1$. [You can prove this by looking at the contrapositive. If $m \leq 2$ and $n=0$, then $3 m+5 n$ is at most 6.] For the induction step, consider the two cases: $m \geq 3$ or $n \geq 1$.
11. Let $P(n)$ satisfy the hypotheses of the principle of strong induction, and let $Q(n)$ be the statement " $P(j)$ is true for $1 \leq j \leq n$." Then use Theorem 1.2 to show that $Q(n)$ is true for all $n \in \mathbb{N}$.
12. As a check on your answer, $t_{12}=364$.
13. Adapt the proof of Theorem 1.2.
14. (a) Let $n \in P$ and let $M=\{m \in P: n+m$ is defined $\}$. Then $1 \in M$ by D1. Now suppose that $k \in M$ so that $n+k$ is defined. Then by $\mathrm{D} 2, n+k^{\prime}$ is defined to be $(n+k)^{\prime}$, so $k^{\prime} \in M$. Thus by axiom $\mathrm{P} 4, M=P$ and $n+m$ is defined for all $n, m \in P$.
(b) Let $M=\{n \in P: n+1=1+n\}$. Then certainly $1 \in M$. Now suppose that $k \in M$, so that $k+1=1+k$. Then $1+k^{\prime}=(1+k)^{\prime}=(k+1)^{\prime}=\left(k^{\prime}\right)^{\prime}=$ $k^{\prime}+1$ by D 2 and the induction hypothesis. Thus $k^{\prime} \in M$, and by axiom P4, $M=P$. Hence $n+1=1+n$ for all $n \in P$.
(c) Let $M=\left\{n \in P: m^{\prime}+n=(m+n)^{\prime} \forall m \in P\right\}$.
(d) Let $M=\{m \in P: n+m=m+n \forall n \in P\}$. Caution: You cannot use the associative property, since it has not been proved yet.
(e) Let $M=\{p \in P:(m+n)+p=m+(n+p) \forall m, n \in P\}$.

## Section 2

3. (a) From A5 we have $x+(-x)=0$. Then $(-x)+x=0$ by A2. Hence $x=-(-x)$ by the uniqueness of $-(-x)$ in A5.
(e) Consider the two cases $x>0$ and $x<0$.
(f) Use part (e).
(1) Use induction.
(m) Use $(\sqrt{y}-\sqrt{x})=(y-x) /(\sqrt{y}+\sqrt{x})$.
4. Consider the four cases where $x$ and $y$ are both positive, both negative, or have opposite signs.
5. Use induction.
6. (a) Let $P=\{f \in \mathbb{F}: f>0\}$. Show that $P$ satisfies the properties of Exercise 8 and then apply Exercise 9.
(b) $-x^{3}<-x+3<5<x+2<x^{2}$.

## Section 3

3. The suprema and the maxima are, respectively: (a) 3,3 ; (e) $1 / 2,1 / 2$;
(i) none, none; (m) 5, none.
4. (a) Apply the well-ordering property to the set $\{m \in \mathbb{N}: m>y\}$.
5. Use the binomial theorem (Exercise 1.28) to generalize the proof of Theorem 3.12 .
6. Let $S=\{q \in \mathbb{Q}: q<x\}$. Then $S$ is bounded above by $x$ and we can let $y=\sup S$. Prove that $y=x$ by showing that $y<x$ and $y>x$ both lead to contradictions.
7. Let $S=\{m \in \mathbb{N}: m a>b\}$. Then $S$ is nonempty by the Archimedean property and thus has a least element, call it $n$, by the well-ordering property (1.1). Now let $q=n-1$. Then $q$ is either 0 or $q \in \mathbb{N}$. Consider both cases.

## Section 4

3. (a) $\varnothing$;
(b) $(0,5)$;
(c) $\varnothing$; (d)
(d) $\varnothing$;
(e) $\varnothing$.
4. $A \backslash B=A \cap(\mathbb{R} \backslash B)$.
5. Look at neighborhoods.
6. Suppose that some neighborhood of $x$ contains only a finite number of points of $S$ and then find a smaller deleted neighborhood that misses $S$ completely.
7. Construct an argument similar to the proof of Theorem 4.17 (b).

## Section 5

3. (d) Let $A_{n}=\left(\frac{1}{n}, 2\right)$ for all $n \in \mathbb{N}$.
4. This hint has been intentionally excluded for this edition.

## Section 6

3. (a) For the triangle inequality, use Theorem 3.7.
4. (a) For the triangle inequality, consider two cases: (i) $d(\mathbf{x}, \mathbf{z})<1$ and $d(\mathbf{z}, \mathbf{y})<1$, and (ii) $d(\mathbf{x}, \mathbf{z}) \geq 1$ or $d(\mathbf{z}, \mathbf{y}) \geq 1$.
5. To verify the triangle inequality, consider two cases: (i) $d(x, y)<d(x, z)$ or $d(x, y)<d(z, y)$ and (ii) $d(x, y) \geq d(x, z)$ and $d(x, y) \geq d(z, y)$.
6. (a) Show that $X \backslash\{x\}$ is an open set.
7. (c) It is possible to find an example in $\mathbb{R}$ with the absolute value metric.
8. First show that for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{2}$ we have $d_{2}(\mathbf{x}, \mathbf{y}) \leq d(\mathbf{x}, \mathbf{y}) \leq d_{1}(\mathbf{x}, \mathbf{y})$ and $d_{1}(\mathbf{x}, \mathbf{y}) \leq \sqrt{2} d(\mathbf{x}, \mathbf{y}) \leq 2 d_{2}(\mathbf{x}, \mathbf{y})$.

## Sequences

Having laid a solid foundation by looking carefully at the properties of real numbers, we now move to a more dynamic topic: the study of sequences. We shall find that sequences play a crucial role throughout analysis, so it is important to gain a thorough understanding of what they are and how they may be used. After discussing the convergence of sequences in Section 1, we devote Section 2 to several theorems that enable us to find the limit of a sequence more easily. In Section 3 we develop some of the properties of monotone sequences and Cauchy sequences, and in the final section we look at subsequences.

## Section 1 CONVERGENCE

A sequence is a function whose domain is the set $\mathbb{N}$ of natural numbers. If $S$ is a sequence, we usually denote its value at $n$ by $s_{n}$ instead of $S(n)$. We may refer to the sequence $S$ as $\left(s_{n}\right)$ or by listing the elements $\left(s_{1}, s_{2}, s_{3}, \ldots\right) .^{\dagger}$ We call $s_{n}$ the $n$th term of the sequence and we often describe a sequence by
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giving a formula for the $n$th term. Thus $(1 / n)$ is an abbreviation for the sequence

$$
\left(1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots\right)
$$

Sometimes we may wish to change the domain of a sequence from $\mathbb{N}$ to $\mathbb{N} \cup\{0\}$ or $\{n \in \mathbb{N}: n \geq m\}$. That is, we may want to start with $s_{0}$ or $s_{m}$, for some $m \in \mathbb{N}$. In this case we write $\left(s_{n}\right)_{n=0}^{\infty}$ or $\left(s_{n}\right)_{n=m}^{\infty}$, respectively. If no mention is made to the contrary, we assume that the domain is just $\mathbb{N}$.
(a) Consider the sequence $\left(s_{n}\right)$ given by $s_{n}=1+(-1)^{n}$. Writing out the first few terms of the sequence, we obtain $(0,2,0,2,0, \ldots)$, and the pattern to be followed for the rest of the terms is clear. Formally, this sequence is a function

$$
s(n)=1+(-1)^{n}= \begin{cases}0, & \text { if } n \text { is odd } \\ 2, & \text { if } n \text { is even }\end{cases}
$$

but it is often more helpful to visualize the sequence as a listing ( 0,2 , $0,2, \ldots)$. Notice that the terms in a sequence do not have to be distinct. We consider $s_{2}$ and $s_{4}$ to be different terms, even though their values are both equal to 2 . The range of the sequence is just the set of values obtained, $\{0,2\}$. Thus, while a sequence will always have infinitely many terms, the set of values in the sequence may be finite.
(b) For any denumerable set $S$, there exists a bijection from $\mathbb{N}$ onto $S$. This bijection may be thought of as a sequence that lists the members of $S$ in a particular order. For example, the sequence given by $s_{n}=2 n$, that is,

$$
(2,4,6,8,10, \ldots)
$$

is precisely a function show that the set of positive even integers is denumerable. Since $s_{1}=2$, we think of 2 as the "first" even number. Since $s_{2}$ $=4,4$ is the "second" even number, and so on. Since this function is injective, the terms are all distinct. Thus the range of the sequence is the set $\{2,4,6,8, \ldots\}$. In general, we may think of any denumerable set as the range of a sequence of distinct terms. This is what we mean when we say that the elements of a denumerable set can be listed in a sequence.
(c) The sequence given by $s_{n}=1+1 / 2^{n}$ can be written as

$$
\left(\frac{3}{2}, \frac{5}{4}, \frac{9}{8}, \frac{17}{16}, \ldots\right)
$$

The graph of this sequence (thinking of it as a function) is shown in Figure 1. Sometimes we reduce the graph by displaying only the range, as in Figure 2. This can be helpful when the terms of the sequence are distinct, but it can be misleading when they repeat. Notice that the "farther" we go in the sequence, the "closer" the terms appear to get to 1 . This prompts us to say that the limit of the sequence is equal to 1 . We make this more precise in the following definition.


Figure $1 \quad s_{n}=1+\frac{1}{2^{n}}$


Figure $2 s_{n}=1+\frac{1}{2^{n}}$
1.2 DEFINITION A sequence $\left(s_{n}\right)$ is said to converge to the real number $s$ provided that
for every $\varepsilon>0$ there exists a natural number $N$ such that for all $n \in \mathbb{N}$, $n \geq N$ implies that $\left|s_{n}-s\right|<\varepsilon$.

If $\left(s_{n}\right)$ converges to $s$, then $s$ is called the limit of the sequence $\left(s_{n}\right)$, and we write $\lim _{n \rightarrow \infty} s_{n}=s$, $\lim s_{n}=s$, or $s_{n} \rightarrow s .^{\dagger}$ If a sequence does not converge to a real number, it is said to diverge.

It is important to note the order of the quantifiers in Definition 1.2. In trying to show that $s_{n} \rightarrow s$, the $N$ that must be found may depend on the positive number $\varepsilon$. For each $\varepsilon$ there must exist an $N$, but it is not necessary to find one $N$ that works for all $\varepsilon$. We illustrate this in the following examples.
" We refer to $s$ as "the" limit of $\left(s_{n}\right)$ rather than "a" limit of $\left(s_{n}\right)$ since a sequence can have at most one limit. (See Theorem 4.1.14.)
1.3 EXAMPLE Consider the sequence

$$
\left(\frac{1}{n}\right)=\left(1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots\right)
$$

It appears that the terms of this sequence approach 0 . To illustrate how the definition of convergence may be used, we begin by applying the definition using two specific values for $\varepsilon$.

For example, if $\varepsilon=0.3$, what $N$ might we find so that $n \geq N$ would imply $|1 / n-0|<\varepsilon$ ? Now $|1 / n-0|=1 / n$, and if $1 / n$ is to be less than 0.3 , then $n$ must be at least 4. Thus we may choose any natural number $N$ such that $N \geq 4$. (See Figure 3.)

On the other hand, if $\varepsilon=0.07$, then we want $1 / n<0.07$, so $n>1 / 0.07 \approx$ 14.3. Thus we may choose any $N \in \mathbb{N}$ with $N \geq 15$.

To prove that $\lim 1 / n=0$, we do not specify a particular value for $\varepsilon$, but use $\varepsilon$ to represent any positive number. The definition of convergence requires us to find a natural number $N$ so that $|1 / n-0|<\varepsilon$ whenever $n \geq N$ (and $n \in \mathbb{N}$ ). We have $|1 / n-0|=1 / n$, and by the Archimedean property, there exists $N \in \mathbb{N}$ such that $0<1 / N<\varepsilon$. But then for any $n \geq N$ we have $1 / n$ $\leq 1 / N<\varepsilon$. We can organize this in a formal proof as follows:

Given $\varepsilon>0$, choose $N \in \mathbb{N}$ such that $0<1 / N<\varepsilon$. Then for any $n \geq N$ we have $|1 / n-0|=1 / n \leq 1 / N<\varepsilon$. Thus $\lim 1 / n=0$.


Figure $3 \quad s_{n}=\frac{1}{n}$ with $\mathcal{E}=0.3$
1.4 PRACTICE To show that $\lim (1 / \sqrt{n})=0$, given any $\varepsilon>0$ we have to find an $N \in \mathbb{N}$ such that $n \geq N$ implies that $1 / \sqrt{n}<\varepsilon$. What can we take for $N$ ?
1.5 EXAMPLE In Example 1.1(c) we observed that $1+1 / 2^{n}$ seemed to approach 1 as $n$ got large. We can now prove that conjecture. Given any $\varepsilon>0$, we want $\left|\left(1+1 / 2^{n}\right)-1\right|=1 / 2^{n}<\varepsilon$. Instead of solving directly for $n$ this time, we observe that $1 / 2^{n}<1 / n$ for all $n \in \mathbb{N}$. (This can easily be proved using induction, but we omit the details.) Thus once again it suffices to choose a natural number $N$ so that $0<1 / N<\varepsilon$. Here is the formal argument:

Given $\varepsilon>0$, choose $N \in \mathbb{N}$ so that $0<1 / N<\varepsilon$. Then for any $n \geq N$ we have $\left|\left(1+1 / 2^{n}\right)-1\right|=1 / 2^{n}<1 / n \leq 1 / N<\varepsilon$. Thus $\lim \left(1+1 / 2^{n}\right)=1$.
1.6 EXAMPLE For a more complicated example let us show that $\lim \left(n^{2}+2 n\right) /\left(n^{3}-5\right)=0$. Given any $\varepsilon>0$, we want to make $\left|\left(n^{2}+2 n\right) /\left(n^{3}-5\right)\right|<\varepsilon$. By considering only $n \geq 2$, we can remove the absolute value signs since $n^{3}-5$ will be positive. Thus we want to know how big $n$ has to be in order to make $\left(n^{2}+2 n\right) /\left(n^{3}-5\right)<\varepsilon$. Since this inequality would be very messy to solve for $n$, we shall try to find some estimate of how large the left side can be. To do this we seek an upper bound for the numerator and a lower bound for the denominator. Since $n^{2}+2 n$ behaves like $n^{2}$ for large values of $n$, we shall try to find an upper bound on $n^{2}+2 n$ of the sort $b n^{2}$. Similarly, we seek a lower bound for $n^{3}-5$ that is a multiple of $n^{3}$, say $c n^{3}$. Then we have

$$
\frac{n^{2}+2 n}{n^{3}-5} \leq \frac{b n^{2}}{c n^{3}}=\frac{b}{c}\left(\frac{1}{n}\right)
$$

and it is relatively easy to make the latter expression small.
Now $n^{2}+2 n \leq n^{2}+n^{2}=2 n^{2}$ when $n \geq 2$. And $n^{3}-5 \geq n^{3} / 2$ when $n^{3} / 2 \geq$ 5 or $n^{3} \geq 10$ or $n \geq 3$. Thus for $n \geq 3$ both conditions apply and we have

$$
\frac{n^{2}+2 n}{n^{3}-5} \leq \frac{2 n^{2}}{n^{3}-5} \leq \frac{2 n^{2}}{\frac{1}{2} n^{3}}=\frac{4}{n}
$$

To make this less than $\varepsilon$, we want $n>4 / \varepsilon$. Thus there are two conditions to be satisfied: We want $n \geq 3$ and $n>4 / \varepsilon$. We can accomplish this by letting $N$ be a natural number such that $N>\max \{3,4 / \varepsilon\}$. We are now ready to organize this into a formal proof.

Given $\varepsilon>0$, take $N \in \mathbb{N}$ such that $N>\max \{3,4 / \varepsilon\}$. Then $n \geq N$ implies that $n>3$ and $n>4 / \varepsilon$. Since $n>3$, we have $n^{2}+2 n \leq 2 n^{2}$ and $n^{3}-5 \geq$ $n^{3} / 2$. Thus for $n \geq N$ we have

$$
\left|\frac{n^{2}+2 n}{n^{3}-5}-0\right|=\frac{n^{2}+2 n}{n^{3}-5} \leq \frac{2 n^{2}}{\frac{1}{2} n^{3}}=\frac{4}{n}<\varepsilon .
$$

Hence, $\lim \left(n^{2}+2 n\right) /\left(n^{3}-5\right)=0$.
1.7 PRACTICE Find $k>0$ and $m \in \mathbb{N}$ so that $5 n^{3}+7 n \leq k n^{3}$ for all $n \geq m$.

The technique involved in our last example can be used in many settings. The amount of work involved can be reduced somewhat by means of the following general theorem.
1.8 THEOREM Let $\left(s_{n}\right)$ and $\left(a_{n}\right)$ be sequences of real numbers and let $s \in \mathbb{R}$. If for some $k>0$ and some $m \in \mathbb{N}$ we have

$$
\left|s_{n}-s\right| \leq k\left|a_{n}\right|, \text { for all } n \geq m
$$

and if $\lim a_{n}=0$, then it follows that $\lim s_{n}=s$.
Proof: Given any $\varepsilon>0$, since $\lim a_{n}=0$ there exists $N_{1} \in \mathbb{N}$ such that $n \geq N_{1}$ implies that $\left|a_{n}\right|<\varepsilon / k$. Now let $N=\max \left\{m, N_{1}\right\}$. Then for $n \geq N$ we have $n \geq m$ and $n \geq N_{1}$, so that

$$
\left|s_{n}-s\right| \leq k\left|a_{n}\right|<k\left(\frac{\varepsilon}{k}\right)=\varepsilon
$$

Thus $\lim s_{n}=s$.
1.9 EXAMPLE To illustrate the use of Theorem 1.8, we shall prove that $\lim \left(4 n^{2}-3\right)$ / $\left(5 n^{2}-2 n\right)=4 / 5$. To apply the theorem, we need to find an upper bound for

$$
\left|\frac{4 n^{2}-3}{5 n^{2}-2 n}-\frac{4}{5}\right|=\left|\frac{8 n-15}{5\left(5 n^{2}-2 n\right)}\right|
$$

when $n$ is sufficiently large. Finding an upper bound for the numerator is easy, since $|8 n-15|<8 n$ for all $n$. For the denominator we want to make $5 n^{2}-2 n \geq k n^{2}$ for some $k>0$. If we try $k=4$, then $5 n^{2}-2 n \geq 4 n^{2}$ or $n^{2} \geq 2 n$ or $n \geq 2$. Writing this as a formal proof, we have the following:

If $n \geq 2$, then $n^{2} \geq 2 n$ and $5 n^{2}-2 n \geq 4 n^{2}$, so that

$$
\left|\frac{4 n^{2}-3}{5 n^{2}-2 n}-\frac{4}{5}\right|=\left|\frac{8 n-15}{5\left(5 n^{2}-2 n\right)}\right|<\frac{8 n}{5\left(4 n^{2}\right)}=\frac{2}{5}\left(\frac{1}{n}\right)
$$

Since $\lim (1 / n)=0$, Theorem 1.8 implies that

$$
\lim \frac{4 n^{2}-3}{5 n^{2}-2 n}=\frac{4}{5}
$$

1.10 PRACTICE Find $k>0$ and $m \in \mathbb{N}$ so that $n^{3}-7 n \geq k n^{3}$ for all $n \geq m$.
1.11 EXAMPLE Let us prove that $\lim n^{1 / n}=1$. Since $n^{1 / n} \geq 1$ for all $n$, the number $b_{n}=n^{1 / n}-1$ is nonnegative. Since $1+b_{n}=n^{1 / n}$, we have $n=\left(1+b_{n}\right)^{n}$. From the binomial theorem, when $n \geq 2$ we obtain

$$
n=\left(1+b_{n}\right)^{n}=1+n b_{n}+\frac{1}{2} n(n-1) b_{n}^{2}+\cdots+b_{n}^{n} \geq 1+\frac{1}{2} n(n-1) b_{n}^{2}
$$

It follows that $n-1 \geq \frac{1}{2} n(n-1) b_{n}^{2}$, so that $b_{n}^{2} \leq 2 / n$ and $b_{n} \leq \sqrt{2 / n}$.

Hence for $n \geq 2$ we have

$$
\left|n^{1 / n}-1\right|=b_{n} \leq \sqrt{2}\left(\frac{1}{\sqrt{n}}\right) .
$$

Since $\lim (1 / \sqrt{n})=0$ by Practice 1.4, Theorem 1.8 implies that

$$
\lim n^{1 / n}=1
$$

In our next example we show that the sequence given by $s_{n}=1+(-1)^{n}$ as in Example 1.1(a) is not convergent. Since $\left(s_{n}\right)=(0,2,0,2, \ldots)$, if the limit existed it would have to be close to both 0 and 2 . Since no number is less than 1 away from both 0 and 2 , we can use $\varepsilon=1$ in the definition of convergence to obtain a contradiction. This is the reasoning behind our argument.
1.12 EXAMPLE To prove that the sequence $s_{n}=1+(-1)^{n}$ is divergent, let us suppose that $s_{n}$ converges to some real number $s$. Letting $\varepsilon=1$ in the definition of convergence, we find that there exists a natural number $N$ such that $n \geq N$ implies that $\left|1+(-1)^{n}-s\right|<1$. If $n \geq N$ and $n$ is odd, then we obtain $|s|<1$ so that $-1<s<1$. On the other hand, if $n \geq N$ and $n$ is even, then $|2-s|<1$ and we must have $1<s<3$. Since $s$ cannot satisfy both inequalities, we have reached a contradiction. Thus the sequence $\left(s_{n}\right)$ is divergent.

We conclude this section by deriving two important properties of convergent sequences. A sequence $\left(s_{n}\right)$ is said to be bounded if the range $\left\{s_{n}: n \in \mathbb{N}\right\}$ is a bounded set, that is, if there exists an $M \geq 0$ such that $\left|s_{n}\right| \leq M$ for all $n \in \mathbb{N}$.

### 1.13 THEOREM Every convergent sequence is bounded.

Proof: Let $\left(s_{n}\right)$ be a convergent sequence and let $\lim s_{n}=s$. From the definition of convergence with $\varepsilon=1$, we obtain $N \in \mathbb{N}$ such that $\left|s_{n}-s\right|$ $<1$ whenever $n \geq N$. Thus for $n \geq N$ we have $\left|s_{n}\right|<|s|+1$. If we let

$$
M=\max \left\{\left|s_{1}\right|,\left|s_{2}\right|, \ldots,\left|s_{N}\right|,|s|+1\right\},
$$

then we have $\left|s_{n}\right| \leq M$ for all $n \in \mathbb{N}$, so $\left(s_{n}\right)$ is bounded.
1.14 THEOREM If a sequence converges, its limit is unique.

Proof: Let $\left(s_{n}\right)$ be a sequence and suppose that $\left(s_{n}\right)$ converges to both $s$ and $t$. Then, given any $\varepsilon>0$, there exists $N_{1} \in \mathbb{N}$ such that

$$
\left|s_{n}-s\right|<\frac{\varepsilon}{2}, \quad \text { for every } n \geq N_{1}
$$

Similarly, there exists $N_{2} \in \mathbb{N}$ such that

$$
\left|s_{n}-t\right|<\frac{\varepsilon}{2}, \quad \text { for every } n \geq N_{2}
$$

Therefore, if $n \geq \max \left\{N_{1}, N_{2}\right\}$, then from the triangle inequality we have

$$
\begin{aligned}
|s-t| & =\left|s-s_{n}+s_{n}-t\right| \\
& \leq\left|s-s_{n}\right|+\left|s_{n}-t\right| \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

Since this holds for all $\varepsilon>0$, we must have $s=t$.

## Review of Key Terms in Section 1

| Sequence | Limit of a sequence | Bounded sequence |
| :--- | :--- | :--- |
| Convergent sequence | Divergent sequence |  |

## ANSWERS TO PRACTICE PROBLEMS

1.4 Choose a natural number $N$ so that $0<1 / N<\mathcal{E}^{2}$. Equivalently, we could choose $N \in \mathbb{N}$ so that $N>1 / \varepsilon^{2}$. Both choices are possible by the Archimedean property. The first way follows from the property For each $x>0$, there exists an $n \in \mathbb{N}$ such that $0<1 / n<x$. and the second way comes from the property For each $z \in \mathbb{R}$, there exists an $n \in \mathbb{N}$ such that $n>z$.
1.7 There are many possible answers. For example, take $k=6$ and $m=3$. Then for $n \geq m$ we have $n^{2} \geq 7$, so that $5 n^{3}+7 n \leq 5 n^{3}+n^{2} n=6 n^{3}$. As another example, take $k=12$ and $m=1$. Then for $n \geq m$ we have $n^{3} \geq n$, so that $5 n^{3}+7 n \leq 5 n^{3}+7 n^{3}=12 n^{3}$.
1.10 If $7 n \leq \frac{1}{2} n^{3}$, then $n^{3}-7 n \geq \frac{1}{2} n^{3}$. Now $7 n \leq \frac{1}{2} n^{3}$ when $n^{2} \geq 14$ or $n \geq 4$. Thus we can take $k=\frac{1}{2}$ and $m=4$. Then for $n \geq m$ we have $n^{2} \geq 14$, so that $\frac{1}{2} n^{3}-7 n \geq 0$. It follows that $n^{3}-7 n=\frac{1}{2} n^{3}+\left(\frac{1}{2} n^{3}-7 n\right) \geq \frac{1}{2} n^{3}$. Once again, other estimates are also possible.

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $\left(s_{n}\right)$ is a sequence and $s_{i}=s_{j}$, then $i=j$.
(b) If $s_{n} \rightarrow s$, then for every $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that $n \geq N$ implies $\left|s_{n}-s\right|<\varepsilon$.
(c) If $s_{n} \rightarrow k$ and $t_{n} \rightarrow k$, then $s_{n}=t_{n}$ for all $n \in \mathbb{N}$.
(d) Every convergent sequence is bounded.
2. Mark each statement True or False. Justify each answer.
(a) If $s_{n} \rightarrow 0$, then for every $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that $n \geq N$ implies $s_{n}<\varepsilon$.
(b) If for every $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that $n \geq N$ implies $s_{n}<\varepsilon$, then $s_{n} \rightarrow 0$.
(c) Given sequences $\left(s_{n}\right)$ and $\left(a_{n}\right)$, if for some $s \in \mathbb{R}, k>0$ and $m \in \mathbb{N}$ we have $\left|s_{n}-s\right| \leq k\left|a_{n}\right|$ for all $n>m$, then $\lim s_{n}=s$.
(d) If $s_{n} \rightarrow s$ and $s_{n} \rightarrow t$, then $s=t$.
3. Write out the first seven terms of each sequence.
(a) $a_{n}=n^{2}$ \&
(b) $b_{n}=\frac{(-1)^{n}}{n}$
(c) $c_{n}=\cos \frac{n \pi}{3}$ is
(d) $d_{n}=\frac{2 n+1}{3 n-1}$
4. Find $k>0$ and $m \in \mathbb{N}$ so that $6 n^{3}+17 n \leq k n^{3}$ for all integers $n \geq m$.
5. Find $k>0$ and $m \in \mathbb{N}$ so that $n^{3}-7 n \geq k n^{3}$ for all integers $n \geq m$.
6. Using only Definition 1.2, prove the following.
(a) For any real number $k, \lim _{n \rightarrow \infty}(k / n)=0$.
*(b) For any real number $k>0, \lim _{n \rightarrow \infty}\left(1 / n^{k}\right)=0$.
(c) $\lim \frac{4 n+1}{n+3}=4$
(d) $\lim \frac{\sin n}{n}=0$
(e) $\lim \frac{n+3}{n^{2}-13}=0$
(f) $\lim \frac{n+2}{n^{2}+n-3}=0$
7. Using any of the results in this section, prove the following.
(a) $\lim \frac{1}{2+3 n}=0$
(b) $\lim \frac{5 n^{2}-6}{2 n^{3}-7 n}=0$
(c) $\lim \frac{6 n^{2}+3 n}{2 n^{2}-5}=3$
(d) $\lim \frac{\sqrt{n}}{n+1}=0 \quad \stackrel{\star}{2}$
(e) $\lim \frac{n^{2}}{n!}=0$
*(f) If $|x|<1$, then $\lim _{n \rightarrow \infty} x^{n}=0$. is
8. Show that each of the following sequences is divergent.
(a) $a_{n}=2 n$
(b) $b_{n}=(-1)^{n}$
(c) $c_{n}=\cos \frac{n \pi}{3}$
(d) $d_{n}=(-n)^{2}$
9. For each of the following, prove or give a counterexample. is
*(a) If $\left(s_{n}\right)$ converges to $s$, then $\left(\left|s_{n}\right|\right)$ converges to $|s|$.
(b) If $\left(\left|s_{n}\right|\right)$ is convergent, then $\left(s_{n}\right)$ is convergent.
(c) $\lim s_{n}=0$ iff $\lim \left|s_{n}\right|=0$.
10. Find an example of each of the following.
(a) A convergent sequence of rational numbers having an irrational limit.
(b) A convergent sequence of irrational numbers having a rational limit.
*11. Given a sequence $\left(s_{n}\right)$ and given $k \in \mathbb{N}$, let $\left(t_{n}\right)$ be the sequence defined by $t_{n}=s_{n+k}$. That is, the terms in $\left(t_{n}\right)$ are the same as the terms in $\left(s_{n}\right)$ after the first $k$ terms have been skipped. Prove that $\left(t_{n}\right)$ converges iff $\left(s_{n}\right)$ converges, and if they converge, show that $\lim t_{n}=\lim s_{n}$. Thus the convergence of a sequence is not affected by omitting (or changing) a finite number of terms.
*12. (a) Suppose that $\lim s_{n}=0$. If $\left(t_{n}\right)$ is a bounded sequence, prove that $\lim \left(s_{n} t_{n}\right)=0$.
(b) Show by an example that the boundedness of $\left(t_{n}\right)$ is a necessary condition in part (a).
11. Suppose that $\left(a_{n}\right),\left(b_{n}\right)$, and $\left(c_{n}\right)$ are sequences such that $a_{n} \leq b_{n} \leq c_{n}$ for all $n \in \mathbb{N}$ and such that $\lim a_{n}=\lim c_{n}=b$. Prove that $\lim b_{n}=b$. it
12. Suppose that $\lim s_{n}=s$, with $s>0$. Prove that there exists $N \in \mathbb{N}$ such that $s_{n}>0$ for all $n \geq N$.
*15. (a) Prove that $x$ is an accumulation point of a set $S$ iff there exists a sequence $\left(s_{n}\right)$ of points in $S \backslash\{x\}$ such that $\left(s_{n}\right)$ converges to $x$. it
(b) Prove that a set $S$ is closed iff, whenever $\left(s_{n}\right)$ is a convergent sequence of points in $S$, it follows that $\lim s_{n}$ is in $S$.
*16. Recall that $N(s ; \varepsilon)=\{x:|x-s|<\varepsilon\}$ is the neighborhood of $s$ of radius $\varepsilon$. Prove the following.
(a) $s_{n} \rightarrow s$ iff for each $\varepsilon>0$ there exists $M \in \mathbb{N}$ such that $n \geq M$ implies that $s_{n} \in N(s ; \varepsilon)$.
(b) $s_{n} \rightarrow s$ iff for each $\varepsilon>0$ all but finitely many $s_{n}$ are in $N(s ; \varepsilon)$.
(c) $s_{n} \rightarrow s$ iff, given any open set $U$ with $s \in U$, all but finitely many $s_{n}$ are in $U$.
13. If $\lim \left(s_{n}-s\right) /\left(s_{n}+s\right)=0$, prove that $\lim s_{n}=s$. $A$

## Section 2 LIMIT THEOREMS

In Section 1 we saw that the definition of convergence can sometimes be messy to use even for sequences given by relatively simple formulas (see Example 1.6). In this section we derive some basic results that will greatly simplify our work. We also introduce the notion of an infinite limit. Our first theorem is a very important result showing that algebraic operations are compatible with taking limits.
2.1 THEOREM Suppose that $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are convergent sequences with $\lim s_{n}=s$ and $\lim t_{n}=t$. Then
(a) $\lim \left(s_{n}+t_{n}\right)=s+t$.
(b) $\lim \left(k s_{n}\right)=k s$ and $\lim \left(k+s_{n}\right)=k+s$, for any $k \in \mathbb{R}$.
(c) $\lim \left(s_{n} t_{n}\right)=s t$.
(d) $\lim \left(s_{n} / t_{n}\right)=s / t$, provided that $t_{n} \neq 0$ for all $n$ and $t \neq 0$.

Proof: (a) To show that $\lim \left(s_{n}+t_{n}\right)=s+t$, we need to make the difference $\left|\left(s_{n}+t_{n}\right)-(s+t)\right|$ small. Using the triangle inequality, we have

$$
\begin{aligned}
\left|\left(s_{n}+t_{n}\right)-(s+t)\right| & =\left|\left(s_{n}-s\right)+\left(t_{n}-t\right)\right| \\
& \leq\left|s_{n}-s\right|+\left|t_{n}-t\right| .
\end{aligned}
$$

Now, given any $\varepsilon>0$, since $s_{n} \rightarrow s$, there exists $N_{1} \in \mathbb{N}$ such that $n \geq N_{1}$ implies that $\left|s_{n}-s\right|<\varepsilon / 2$. Similarly, since $t_{n} \rightarrow t$, there exists $N_{2} \in \mathbb{N}$ such that $n \geq N_{2}$ implies that $\left|t_{n}-t\right|<\varepsilon / 2$. If we let $N=\max \left\{N_{1}, N_{2}\right\}$, then $n \geq N$ implies that

$$
\left|\left(s_{n}+t_{n}\right)-(s+t)\right| \leq\left|s_{n}-s\right|+\left|t_{n}-t\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

Therefore, we conclude that $\lim \left(s_{n}+t_{n}\right)=s+t$.
(b) Exercise 4(a).
(c) This time we use the inequality

$$
\begin{aligned}
\left|s_{n} t_{n}-s t\right| & =\left|\left(s_{n} t_{n}-s_{n} t\right)+\left(s_{n} t-s t\right)\right| \\
& \leq\left|s_{n} t_{n}-s_{n} t\right|+\left|s_{n} t-s t\right| \\
& =\left|s_{n}\right| \cdot\left|t_{n}-t\right|+|t| \cdot\left|s_{n}-s\right| .
\end{aligned}
$$

We know from Theorem 1.13 that the convergent sequence $\left(s_{n}\right)$ is bounded. Thus there exists $M_{1}>0$ such that $\left|s_{n}\right| \leq M_{1}$ for all $n$. Letting $M=\max \left\{M_{1},|t|\right\}$, we obtain the inequality

$$
\left|s_{n} t_{n}-s t\right| \leq M\left|t_{n}-t\right|+M\left|s_{n}-s\right| .
$$

Now, given any $\varepsilon>0$, there exist natural numbers $N_{1}$ and $N_{2}$ such that $\left|t_{n}-t\right|<\frac{\mathcal{E}}{2 M}$ when $n \geq N_{1}$ and $\left|s_{n}-s\right|<\frac{\mathcal{E}}{2 M}$ when $n \geq N_{2}$. Now let $N=\max \left\{N_{1}, N_{2}\right\}$. Then $n \geq N$ implies that

$$
\begin{aligned}
\left|s_{n} t_{n}-s t\right| & \leq M\left|t_{n}-t\right|+M\left|s_{n}-s\right| \\
& <M\left(\frac{\varepsilon}{2 M}\right)+M\left(\frac{\varepsilon}{2 M}\right)=\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

Thus $\lim \left(s_{n} t_{n}\right)=s t$.
(d) Since $s_{n} / t_{n}=s_{n}\left(1 / t_{n}\right)$, it suffices from part (c) to show that lim $\left(1 / t_{n}\right)=1 / t$. That is, given $\varepsilon>0$, we must make

$$
\left|\frac{1}{t_{n}}-\frac{1}{t}\right|=\left|\frac{t-t_{n}}{t_{n} t}\right|<\varepsilon
$$

for all $n$ sufficiently large. To get a lower bound on how small the denominator can be, we note that, since $t \neq 0$, there exists $N_{1} \in \mathbb{N}$ such that $n \geq N_{1}$ implies that $\left|t_{n}-t\right|<|t| / 2$. Thus for $n \geq N_{1}$ we have

$$
\left|t_{n}\right|=\left|t-\left(t-t_{n}\right)\right| \geq|t|-\left|t-t_{n}\right|>|t|-\frac{|t|}{2}=\frac{|t|}{2}
$$

There also exists $N_{2} \in \mathbb{N}$ such that $n \geq N_{2}$ implies that $\left|t_{n}-t\right|<\frac{1}{2} \varepsilon|t|^{2}$.
Let $N=\max \left\{N_{1}, N_{2}\right\}$. Then $n \geq N$ implies that

$$
\left|\frac{1}{t_{n}}-\frac{1}{t}\right|=\left|\frac{t-t_{n}}{t_{n} t}\right|=\frac{1}{\left|t_{n}\right|}\left|\frac{t-t_{n}}{t}\right|<\frac{2}{|t|}\left|\frac{t-t_{n}}{t}\right|<\varepsilon .
$$

Hence $\lim \left(1 / t_{n}\right)=1 / t$.

To illustrate the usefulness of Theorem 2.1, let us return to the sequence used in Example 1.9.
2.2 EXAMPLE To prove that $\lim \left(4 n^{2}-3\right) /\left(5 n^{2}-2 n\right)=4 / 5$, we note that

$$
s_{n}=\frac{4 n^{2}-3}{5 n^{2}-2 n}=\frac{4-3 / n^{2}}{5-2 / n}
$$

Now $\lim \left(1 / n^{2}\right)=0$ by Exercise $1.6(b)$, so $\lim \left[(-3) / n^{2}\right]=0$ by Theorem 2.1(b). Thus $\lim \left[4-\left(3 / n^{2}\right)\right]=4$, again by Theorem 2.1(b). Similarly,

$$
\lim \left(5-\frac{2}{n}\right)=5-2\left(\lim \frac{1}{n}\right)=5-2(0)=5
$$

Finally, from 2.1(d) we conclude that $\lim s_{n}=\frac{4}{5}$.
2.3 PRACTICE Show that $\left(\frac{n+3}{n^{2}-5 n}\right)$ converges and find its limit.

Another useful fact is that the order relation " $\leq$ " is preserved when taking limits.
2.4 THEOREM Suppose that $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are convergent sequences with $\lim s_{n}=s$ and $\lim t_{n}=t$. If $s_{n} \leq t_{n}$ for all $n \in \mathbb{N}$, then $s \leq t$.

Proof: Suppose that $s>t$. Then $\mathcal{E}=(s-t) / 2>0$, and we have $2 \varepsilon=s-t$ and $t+\varepsilon=s-\varepsilon$. (See Figure 1.) Thus there exists $N_{1} \in \mathbb{N}$ such that $n \geq N_{1}$ implies that

$$
s-\varepsilon<s_{n}<s+\varepsilon
$$

Similarly, there exists $N_{2} \in \mathbb{N}$ such that $n \geq N_{2}$ implies that

$$
t-\varepsilon<t_{n}<t+\varepsilon .
$$

Let $N=\max \left\{N_{1}, N_{2}\right\}$. Then for $n \geq N$ we have

$$
t_{n}<t+\varepsilon=s-\varepsilon<s_{n}
$$

which contradicts the assumption that $s_{n} \leq t_{n}$ for all $n$. Thus we conclude that $s \leq t$.


Figure 1 Suppose $s>t$
2.5 COROLLARY If $\left(t_{n}\right)$ converges to $t$ and $t_{n} \geq 0$ for all $n \in \mathbb{N}$, then $t \geq 0$.

Proof: Exercise 4(b).
2.6 EXAMPLE Suppose that $\left(t_{n}\right)$ converges to $t$ and that $t_{n} \geq 0$ for all $n \in \mathbb{N}$. To illustrate how algebraic manipulations can be useful in evaluating limits, let us show that $\lim \left(\sqrt{t_{n}}\right)=\sqrt{t}$. First, we note that Corollary 2.5 implies that $t \geq 0$, so
that $\sqrt{t}$ is defined. Our argument consists of two cases, depending on whether $t$ is positive or zero.

Suppose that $t>0$. To get a bound on the difference $\left|\sqrt{t_{n}}-\sqrt{t}\right|$ in terms of $\left|t_{n}-t\right|$, we multiply and divide by the conjugate $\left|\sqrt{t_{n}}+\sqrt{t}\right|$. Thus

$$
\left|\sqrt{t_{n}}-\sqrt{t}\right|=\frac{\left|\sqrt{t_{n}}-\sqrt{t}\right| \cdot\left|\sqrt{t_{n}}+\sqrt{t}\right|}{\left|\sqrt{t_{n}}+\sqrt{t}\right|}=\frac{\left|t_{n}-t\right|}{\left|\sqrt{t_{n}}+\sqrt{t}\right|}
$$

Since $\sqrt{t_{n}}+\sqrt{t} \geq \sqrt{t}>0$, we obtain

$$
\left|\sqrt{t_{n}}-\sqrt{t}\right| \leq \frac{1}{\sqrt{t}}\left|t_{n}-t\right|
$$

Now $\lim \left(t_{n}-t\right)=0$, since $\lim t_{n}=t$. Thus from Theorem 1.8 we may conclude that $\lim \sqrt{t_{n}}=\sqrt{t}$.

The proof of the case when $t=0$ is similar to Practice 1.4 and is left to the reader (Exercise 11).

Our next theorem gives a "ratio test" that can be used to show that certain sequences converge to zero.
2.7 THEOREM Suppose that $\left(s_{n}\right)$ is a sequence of positive terms and that the sequence of ratios $\left(s_{n+1} / s_{n}\right)$ converges to $L$. If $L<1$, then $\lim s_{n}=0$.

Proof: Corollary 2.5 implies $L \geq 0$. Suppose $L<1$. Then there exists a real number $c$ such that $0 \leq L<c<1$. Let $\varepsilon=c-L$ so that $\varepsilon>0$. Then since $\left(s_{n+1} / s_{n}\right)$ converges to $L$, there exists $N \in \mathbb{N}$ such that $n \geq N$ implies that

$$
\left|\frac{s_{n+1}}{s_{n}}-L\right|<\varepsilon
$$

Let $k=N+1$. Then for all $n \geq k$ we have $n-1 \geq N$, so that

$$
\frac{s_{n}}{s_{n-1}}<L+\varepsilon=L+(c-L)=c .
$$

It follows that, for all $n \geq k$,

$$
0<s_{n}<s_{n-1} c<s_{n-2} c^{2}<\cdots<s_{k} c^{n-k}
$$

Letting $M=s_{k} / c^{k}$, we obtain $0<s_{n}<M c^{n}$ for all $n \geq k$. Since $0<c<1$, Exercise 1.7(f) implies that $\lim c^{n}=0$. Thus $\lim s_{n}=0$ by Theorem 1.8.
2.8 PRACTICE Suppose that $0<x<1$. Apply Theorem 2.7 to the sequence given by $s_{n}=$ $n x^{n}$.

## Infinite Limits

The sequence given by $s_{n}=n$ is certainly not convergent, since it is not bounded (Theorem 1.13). But its behavior is not the least erratic: The terms get larger and larger. Although there is no real number that the terms "approach," we would like to be able to say that $s_{n}$ "goes to $\infty$." We make this precise in the following definition.
2.9 DEFINITION A sequence $\left(s_{n}\right)$ is said to diverge to $+\infty$, and we write $\lim s_{n}=+\infty$ provided that
for every $M \in \mathbb{R}$ there exists a natural number $N$ such that $n \geq N$ implies that $s_{n}>M$.

Similarly, $\left(s_{n}\right)$ is said to diverge to $-\infty$, and we write $\lim s_{n}=-\infty$, provided that
for every $M \in \mathbb{R}$ there exists a natural number $N$ such that $n \geq N$ implies that $s_{n}<M$.

It is important to note that the symbols $+\infty$ and $-\infty$ do not represent real numbers. They are simply part of the notation that is used to describe the behavior of certain sequences. When $\lim s_{n}=+\infty($ or $-\infty)$, we shall say that the limit exists, but this does not mean that the sequence converges; in fact, it diverges. Thus a sequence converges iff its limit exists as a real number. Since Theorems 2.1 and 2.4 refer to convergent sequences, they cannot be used with infinite limits.
2.10 PRACTICE Show that $\lim n^{2}=+\infty$.
2.11 EXAMPLE The technique of developing proofs for infinite limits is similar to that for finite limits. To illustrate, let us show that $\lim \left(4 n^{2}-3\right) /(n+2)=+\infty$. This time we want to get a lower bound on the numerator. We find that

$$
4 n^{2}-3 \geq 4 n^{2}-n^{2}=3 n^{2}, \quad \text { when } n \geq 2 .
$$

For an upper bound on the denominator, we have

$$
n+2 \leq n+n=2 n \text {, when } n \geq 2 \text {. }
$$

Thus for $n \geq 2$ we obtain

$$
\frac{4 n^{2}-3}{n+2} \geq \frac{3 n^{2}}{2 n}=\frac{3 n}{2}
$$

To make this greater than any particular $M$, we want $n>2 M / 3$. Thus there are two conditions to be satisfied: $n \geq 2$ and $n>2 M / 3$. Here is the proof written out formally:

Given any $M \in \mathbb{R}$, take $N>\max \{2,2 M / 3\}$. Then $n \geq N$ implies that $n>2$ and $n>2 M / 3$. Since $n>2$, we have $4 n^{2}-3 \geq 4 n^{2}-n^{2}=3 n^{2}$ and $n+2 \leq n+n=2 n$. Thus for $n \geq N$ we have

$$
\frac{4 n^{2}-3}{n+2} \geq \frac{3 n^{2}}{2 n}=\frac{3 n}{2}>M
$$

Hence $\lim \left(4 n^{2}-3\right) /(n+2)=+\infty$.
As an analog of Theorem 2.4, we have the following result for infinite limits.
2.12 THEOREM Suppose that $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are sequences such that $s_{n} \leq t_{n}$ for all $n \in \mathbb{N}$.
(a) If $\lim s_{n}=+\infty$, then $\lim t_{n}=+\infty$.
(b) If $\lim t_{n}=-\infty$, then $\lim s_{n}=-\infty$.

Proof: Exercise 2.9.

For our final theorem in this section we show the relationship between infinite limits and zero limits.
2.13 THEOREM Let $\left(s_{n}\right)$ be a sequence of positive numbers. Then $\lim s_{n}=+\infty$ if and only if $\lim \left(1 / s_{n}\right)=0$.

Proof: Suppose that $\lim s_{n}=+\infty$. Given any $\varepsilon>0$, let $M=1 / \varepsilon$. Then there exists a natural number $N$ such that $n \geq N$ implies that $s_{n}>M=1 / \varepsilon$. Since each $s_{n}$ is positive we have

$$
\left|\frac{1}{s_{n}}-0\right|<\varepsilon, \quad \text { whenever } n \geq N
$$

Thus $\lim \left(1 / s_{n}\right)=0$.
The converse is analogous and is left to the reader (Exercise 10).

## Review of Key Terms in Section 2

## ANSWERS TO PRACTICE PROBLEMS

2.3 We have

$$
\begin{aligned}
\lim \left(\frac{n+3}{n^{2}-5 n}\right) & =\lim \left(\frac{1 / n+3 / n^{2}}{1-5 / n}\right) \\
& =\frac{(\lim 1 / n)+3\left(\lim 1 / n^{2}\right)}{1-5(\lim 1 / n)}=\frac{0+3(0)}{1-5(0)}=0 .
\end{aligned}
$$

$2.8 \quad \frac{s_{n+1}}{s_{n}}=\frac{(n+1) x^{n+1}}{n x^{n}}=x\left(1+\frac{1}{n}\right) \rightarrow x<1$. Hence $\lim n x^{n}=0$.
2.10 Given $M \in \mathbb{R}$, take $N \in \mathbb{N}$ such that $N>M$. Then for $n \geq N$ we have $n^{2} \geq n \geq N>M$. Thus $\lim n^{2}=+\infty$.

## 2 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are convergent sequences with $s_{n} \rightarrow s$ and $t_{n} \rightarrow t$, then $\lim \left(s_{n}+t_{n}\right)=s+t$ and $\lim \left(s_{n} t_{n}\right)=s t$.
(b) If $\left(s_{n}\right)$ converges to $s$ and $s_{n}>0$ for all $n \in \mathbb{N}$, then $s>0$.
(c) The sequence $\left(s_{n}\right)$ converges to $s$ iff $\lim s_{n}=s$.
(d) $\lim s_{n}=+\infty$ iff $\lim \left(1 / s_{n}\right)=0$.
2. Mark each statement True or False. Justify each answer.
(a) If $\lim s_{n}=s$ and $\lim t_{n}=t$, then $\lim \left(s_{n} t_{n}\right)=s t$.
(b) If $\lim s_{n}=+\infty$, then $\left(s_{n}\right)$ is said to converge to $+\infty$.
(c) Given sequences $\left(s_{n}\right)$ and $\left(t_{n}\right)$ with $s_{n} \leq t_{n}$ for all $n \in \mathbb{N}$, if $\lim s_{n}=+\infty$, then $\lim t_{n}=+\infty$.
(d) Suppose $\left(s_{n}\right)$ is a sequence such that the sequence of ratios $\left(s_{n+1} / s_{n}\right)$ converges to $L$. If $L<1$, then $\lim s_{n}=0$.
3. Use Theorem 2.1 to find the following limits. Justify your answers. it
(a) $\lim \frac{5 n^{2}+4 n}{7 n^{2}-3 n}$
(b) $\lim \frac{2 n^{4}+7}{n^{5}-3}$
4. (a) Prove Theorem 2.1(b).
(b) Prove Corollary 2.5.
5. For $s_{n}$ given by the following formulas, determine the convergence or divergence of the sequence $\left(s_{n}\right)$. Find any limits that exist.
(a) $s_{n}=\frac{3-2 n}{1+n}$ ts
(b) $s_{n}=\frac{(-1)^{n}}{n+3}$
(c) $s_{n}=\frac{(-1)^{n} n}{2 n-1}$ is
(d) $s_{n}=\frac{2^{3 n}}{3^{2 n}}$
(e) $s_{n}=\frac{n^{2}-2}{n+1}$ is
(f) $s_{n}=\frac{3+n-n^{2}}{1+2 n}$
(g) $s_{n}=\frac{1-n}{2^{n}} \dot{z}$
(h) $s_{n}=\frac{3^{n}}{n^{3}+5}$
(i) $s_{n}=\frac{n!}{2^{n}}$ is
(j) $\quad s_{n}=\frac{n!}{n^{n}}$
(k) $s_{n}=\frac{n^{2}}{2^{n}}$ is
(l) $s_{n}=\frac{n^{2}}{n!}$
6. For each of the following, prove or give a counterexample.
(a) If $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are divergent sequences, then $\left(s_{n}+t_{n}\right)$ diverges.
(b) If $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are divergent sequences, then $\left(s_{n} t_{n}\right)$ diverges.
(c) If $\left(s_{n}\right)$ and $\left(s_{n}+t_{n}\right)$ are convergent sequences, then $\left(t_{n}\right)$ converges.
(d) If $\left(s_{n}\right)$ and $\left(s_{n} t_{n}\right)$ are convergent sequences, then $\left(t_{n}\right)$ converges.
7. Give an example of an unbounded sequence that does not diverge to $+\infty$ or to $-\infty$.
8. (a) Give an example of a convergent sequence $\left(s_{n}\right)$ of positive numbers such that $\lim \left(s_{n+1} / s_{n}\right)=1$.
(b) Give an example of a divergent sequence $\left(t_{n}\right)$ of positive numbers such that $\lim \left(t_{n+1} / t_{n}\right)=1$.
9. Prove Theorem 2.12.
10. Prove the converse part of Theorem 2.13.
11. Prove: If $\lim s_{n}=0$ and $s_{n} \geq 0$ for all $n$, then for any $k>0, \lim _{n \rightarrow \infty} s_{n}^{k}=0$. This finishes the proof in Example 2.6.
12. Suppose that $\left(s_{n}\right)$ converges to $s$. Prove that $\left(s_{n}^{2}\right)$ converges to $s^{2}$ directly without using the product formula of Theorem 2.1(c).
13. This question has been intentionally excluded for this edition.
14. Prove that $\lim \left(\frac{1}{n}-\frac{1}{n+1}\right)=0$.
15. Prove the following.
(a) $\lim (\sqrt{n+1}-\sqrt{n})=0 \forall$
(b) $\lim \left(\sqrt{n^{2}+1}-n\right)=0$
(c) $\lim \left(\sqrt{n^{2}+n}-n\right)=\frac{1}{2}$
16. Let $\left(s_{n}\right)$ be a sequence of positive terms such that the sequences of ratios $\left(s_{n+1} / s_{n}\right)$ converges to $L$. Prove that if $L>1$, then $\lim s_{n}=+\infty$.
*17. (a) Show that $\lim _{n \rightarrow \infty} k^{n} / n$ ! $=0$ for all $k \in \mathbb{R}$. is
(b) What can be said about $\lim _{n \rightarrow \infty} n!/ k^{n}$ ?
*18. Suppose that $\left(s_{n}\right)$ is a convergent sequence with $a \leq s_{n} \leq b$ for all $n \in \mathbb{N}$. Prove that $a \leq \lim s_{n} \leq b$.
17. Prove the following.
(a) If $\lim s_{n}=+\infty$ and $k>0$, then $\lim k s_{n}=+\infty$.
(b) If $\lim s_{n}=+\infty$ and $k<0$, then $\lim k s_{n}=-\infty$.
(c) $\lim s_{n}=+\infty$ iff $\lim \left(-s_{n}\right)=-\infty$. \&s
(d) If $\lim s_{n}=+\infty$ and if $\left(t_{n}\right)$ is a bounded sequence, then $\lim \left(s_{n}+t_{n}\right)=+\infty$.
(e) If $\left(s_{n}\right)$ converges to $L>0$ and $\lim t_{n}=+\infty$, then $\lim \left(s_{n} t_{n}\right)=+\infty$.

## Section 3 MONOTONE SEQUENCES AND CAUCHY SEQUENCES

In the preceding two sections we have seen a number of results that enable us to show that a sequence converges. Unfortunately, most of these techniques depend on our knowing (or guessing) what the limit of the sequence is before we begin. Sometimes in applications it is desirable to be able to show that a given sequence is convergent without knowing precisely the value of the limit. In this section we obtain two important theorems (3.3 and 3.12) that enable us to do just that.

## Monotone Sequences

3.1 DEFINITION A sequence $\left(s_{n}\right)$ of real numbers is increasing if $s_{n} \leq s_{n+1}$ for all $n \in \mathbb{N}$ and is decreasing if $s_{n} \geq s_{n+1}$ for all $n \in \mathbb{N}$. A sequence is monotone if it is increasing or decreasing. ${ }^{\dagger}$

[^10]3.2 EXAMPLE The sequences given by $a_{n}=n, b_{n}=2^{n}$, and $c_{n}=2-1 / n$ are all increasing. The sequence $\left(d_{n}\right)=(1,1,2,2,3,3, \ldots)$ is also called increasing even though some adjacent terms are equal. The sequences given by $s_{n}=2 / n$ and $t_{n}=-3 n$ are decreasing. A constant sequence $\left(u_{n}\right)=(1,1,1,1, \ldots)$ is both increasing and decreasing. The sequences given by $x_{n}=(-1)^{n} / n$ and $y_{n}=\cos (n \pi / 3)$ are not monotone.

Of the monotone examples given above, the sequences $\left(c_{n}\right),\left(s_{n}\right)$, and $\left(u_{n}\right)$ are bounded, while $\left(a_{n}\right),\left(b_{n}\right),\left(d_{n}\right)$, and $\left(t_{n}\right)$ are not bounded. We also note that $\left(c_{n}\right),\left(s_{n}\right)$, and $\left(u_{n}\right)$ are convergent, while the unbounded monotone sequences diverge. It turns out that this is not just a coincidence.
3.3 THEOREM (Monotone Convergence Theorem) A monotone sequence is convergent if and only if it is bounded.

Proof: Suppose that $\left(s_{n}\right)$ is a bounded increasing sequence. Let $S$ denote the nonempty bounded set $\left\{s_{n}: n \in \mathbb{N}\right\}$. By the completeness axiom (an axiom that distinguishes $\mathbb{R}$ from $\mathbb{Q}$ (and from other ordered fields)) $S$ has a least upper bound, and we let $s=\sup S$. We claim that $\lim s_{n}=s$. Given any $\varepsilon>0, s-\varepsilon$ is not an upper bound for $S$. Thus there exists a natural number $N$ such that $s_{N}>s-\varepsilon$. Furthermore, since $\left(s_{n}\right)$ is increasing and $s$ is an upper bound for $S$, we have

$$
s-\varepsilon<s_{N} \leq s_{n} \leq s
$$

for all $n \geq N$. Hence $\left(s_{n}\right)$ converges to $s$.
In the case when the sequence is decreasing, let $s=\inf S$ and proceed in a similar manner. (See Exercise 11.)

The converse implication has already been proved as Theorem 1.13.
3.4 EXAMPLE Let $\left(s_{n}\right)$ be the sequence defined by $s_{1}=1$ and $s_{n+1}=\sqrt{1+s_{n}}$ for $n \geq 1$. We shall show that $\left(s_{n}\right)$ is a bounded increasing sequence. Computing the next three terms of the sequence, we find

$$
\begin{array}{ll}
s_{2}=\sqrt{2} & \approx 1.414 \\
s_{3}=\sqrt{1+\sqrt{2}} & \approx 1.554 \\
s_{4}=\sqrt{1+\sqrt{1+\sqrt{2}}} & \approx 1.598,
\end{array}
$$

where the decimals have been rounded off. It appears that the sequence is bounded above by 2 . To see if this conjecture is true, let us try to prove it using induction. Certainly, $s_{1}=1<2$. Now suppose that $s_{k}<2$ for some $k \in \mathbb{N}$. Then

$$
s_{k+1}=\sqrt{1+s_{k}}<\sqrt{1+2}=\sqrt{3}<2 .
$$

Thus we may conclude by induction that $s_{n}<2$ for all $n \in \mathbb{N}$.

To verify that $\left(s_{n}\right)$ is an increasing sequence, we also argue by induction. Since $s_{1}=1$ and $s_{2}=\sqrt{2}$, we have $s_{1}<s_{2}$, which establishes the basis for induction. Now suppose that $s_{k}<s_{k+1}$ for some $k \in \mathbb{N}$. Then we have

$$
s_{k+1}=\sqrt{1+s_{k}}<\sqrt{1+s_{k+1}}=s_{k+2} .
$$

Thus the induction step holds and we conclude that $s_{n}<s_{n+1}$ for all $n \in \mathbb{N}$.
Thus $\left(s_{n}\right)$ is an increasing sequence and it is bounded by the interval $[1,2]$. We conclude from the monotone convergence theorem (3.3) that $\left(s_{n}\right)$ is convergent. The only question that remains is to find the value $s$ to which it converges. Since $\lim s_{n+1}=\lim s_{n}$ (Exercise 1.11), we see that $s$ must satisfy the equation

$$
s=\sqrt{1+s} .
$$

(Here we have used Theorem 2.1 and Example 2.6.) Solving algebraically for $s$, we obtain $s=(1 \pm \sqrt{5}) / 2$. Since $s_{n} \geq 1$ for all $n,(1-\sqrt{5}) / 2$ cannot be the limit. We conclude that $\lim s_{n}=s=(1+\sqrt{5}) / 2$.
3.5 EXAMPLE Consider the sequence $\left(t_{n}\right)$ defined by $t_{1}=1$ and $t_{n+1}=\left(t_{n}+1\right) / 4$. The first four terms are $t_{1}=1, t_{2}=\frac{1}{2}, t_{3}=\frac{3}{8}$, and $t_{4}=\frac{11}{32}$. In Practice 3.6 you are asked to show that the sequence is decreasing. Assuming this to be true, we have $t_{n} \leq t_{1}=1$ for all $n$. Since each $t_{n}$ is clearly positive, we see that $\left(t_{n}\right)$ is a bounded monotone sequence, and hence is convergent. In Practice 3.7 you are asked to find the value $t$ of the limit.
3.6 PRACTICE Use induction in Example 3.5 to show $t_{n}>t_{n+1}$ for all $n$. We have already established the basis for induction: $t_{1}>t_{2}$. The induction step remains.
3.7 PRACTICE Use the fact that $t=\lim t_{n}=\lim t_{n+1}$ to find $t$ in Example 3.5.

While unbounded monotone sequences do not converge, they do have limits.
3.8 THEOREM (a) If $\left(s_{n}\right)$ is an unbounded increasing sequence, then $\lim s_{n}=+\infty$.
(b) If $\left(s_{n}\right)$ is an unbounded decreasing sequence, then $\lim s_{n}=-\infty$.

Proof: (a) Let $\left(s_{n}\right)$ be an increasing sequence and suppose that the set $S=\left\{s_{n}: n \in \mathbb{N}\right\}$ is unbounded. Since $\left(s_{n}\right)$ is increasing, $S$ is bounded below by $s_{1}$. Hence $S$ must be unbounded above. Thus, given any $M \in \mathbb{R}$, there exists a natural number $N$ such that $s_{N}>M$. But then for any $n \geq N$ we have $s_{n} \geq s_{N}>M$, so $\lim s_{n}=+\infty$. The proof of (b) is similar (Exercise 12).

## Cauchy Sequences

When a sequence $\left(s_{n}\right)$ is convergent, the terms all get close to the value of the limit for large $n$. By so doing, they also get close to each other. It turns out that the latter property (called the Cauchy property) is actually sufficient to imply convergence. We prove this after a preliminary definition and two lemmas.

### 3.9 DEFINITION A sequence $\left(s_{n}\right)$ of real numbers is said to be a Cauchy sequence if

for each $\varepsilon>0$ there exists a natural number $N$ such that $m, n \geq N$ implies that $\left|s_{n}-s_{m}\right|<\varepsilon$.
3.10 LEMMA Every convergent sequence is a Cauchy sequence.

Proof: Suppose that $\left(s_{n}\right)$ converges to $s$. To show that $s_{n}$ is close to $s_{m}$ for large $n$ and $m$, we use the fact that they are both close to $s$. A clever use of the triangle inequality gives us the following estimate:

$$
\left|s_{n}-s_{m}\right|=\left|s_{n}-s+s-s_{m}\right| \leq\left|s_{n}-s\right|+\left|s-s_{m}\right| .
$$

Thus, given any $\varepsilon>0$, we choose a natural number $N$ such that $k \geq N$ implies that $\left|s_{k}-s\right|<\varepsilon / 2$. (We can do this since $\lim s_{n}=s$.) Then for $m, n \geq N$ we have

$$
\left|s_{n}-s_{m}\right| \leq\left|s_{n}-s\right|+\left|s-s_{m}\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

Thus $\left(s_{n}\right)$ is a Cauchy sequence.
3.11 LEMMA Every Cauchy sequence is bounded.

Proof: The proof is similar to that of Theorem 1.13 and is included as Exercise 13.
3.12 THEOREM (Cauchy Convergence Criterion) A sequence of real numbers is convergent iff it is a Cauchy sequence.

Proof: We have already shown (Lemma 3.10) that a convergent sequence is a Cauchy sequence. For the converse we suppose that $\left(s_{n}\right)$ is a Cauchy sequence and let $S=\left\{s_{n}: n \in \mathbb{N}\right\}$ be the range of the sequence. We consider two cases, depending on whether $S$ is finite or infinite.

If $S$ is finite, then the minimum distance $\varepsilon$ between distinct points of $S$ is positive. Since $\left(s_{n}\right)$ is Cauchy, there exists a natural number $N$ such that $m, n \geq N$ implies that $\left|s_{n}-s_{m}\right|<\varepsilon$. Given any $m \geq N, s_{m}$ and $s_{N}$ are both in $S$, so if the distance between them is less than $\varepsilon$, it must be zero (since $\varepsilon$ is the minimum distance between distinct points in $S$ ). Thus $s_{m}=s_{N}$ for all $m \geq N$. It follows that $\lim s_{n}=s_{N}$.

Now suppose that $S$ is infinite. From Lemma 3.11 we know that $S$ is bounded. Thus from the Bolzano-Weierstrass theorem there exists a point $s$ in $\mathbb{R}$ that is an accumulation point of $S$. We claim that $\left(s_{n}\right)$ converges to $s$. Given any $\varepsilon>0$, there exists a natural number $N$ such that $\left|s_{n}-s_{m}\right|<\varepsilon / 2$ whenever $m, n \geq N$. Since $s$ is an accumulation point of $S$, the neighborhood $N(s ; \varepsilon / 2)=(s-\varepsilon / 2, s+\varepsilon / 2)$ contains infinitely many points of $S$. Thus in particular there exists an integer $m \geq N$ such that $s_{m} \in N(s ; \varepsilon / 2)$. (See Figure 1.) Hence for any $n \geq N$ we have

$$
\begin{aligned}
\left|s_{n}-s\right| & =\left|s_{n}-s_{m}+s_{m}-s\right| \\
& \leq\left|s_{n}-s_{m}\right|+\left|s_{m}-s\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

Therefore, $\lim s_{n}=s$.


Figure $1 \quad\left|s_{n}-s\right| \leq\left|s_{n}-s_{m}\right|+\left|s_{m}-s\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon$
It is important to note that the Cauchy convergence criterion depends on the completeness of $\mathbb{R}$ since the proof uses the Bolzano-Weierstrass theorem. In fact, it can be shown that an Archimedean ordered field is complete iff the Cauchy convergence criterion holds. [See Olmstead (1962), page 203.] The property of being a Cauchy sequence can be defined in any setting in which there is a notion of distance. In this more general setting, a Cauchy sequence may not necessarily converge, although it will be bounded.
3.13 EXAMPLE We illustrate the use of the Cauchy criterion by showing that the sequence given by

$$
s_{n}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}
$$

is divergent. If $m>n$, then

$$
\begin{aligned}
s_{m}-s_{n} & =\frac{1}{n+1}+\frac{1}{n+2}+\cdots+\frac{1}{m} \\
& >\underbrace{\frac{1}{m}+\frac{1}{m}+\cdots+\frac{1}{m}}_{m-n \text { terms }}=\frac{m-n}{m}=1-\frac{n}{m} .
\end{aligned}
$$

In particular, when $m=2 n$ we have $s_{2 n}-s_{n}>\frac{1}{2}$. Thus the sequence $\left(s_{n}\right)$ cannot be Cauchy and hence it is not convergent.

## Review of Key Terms in Section 3

Increasing sequence Monotone sequence Cauchy convergence

Decreasing sequence
Cauchy sequence
criterion

## ANSWERS TO PRACTICE PROBLEMS

3.6 Suppose that $t_{k}>t_{k+1}$ for some $k \in \mathbb{N}$. Then $t_{k+1}=\left(t_{k}+1\right) / 4>$ $\left(t_{k+1}+1\right) / 4=t_{k+2}$.
3.7 Since $t=(t+1) / 4$, we obtain $t=\frac{1}{3}$.

## 3 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If a monotone sequence is bounded, then it is convergent.
(b) If a bounded sequence is monotone, then it is convergent.
(c) If a convergent sequence is monotone, then it is bounded.
2. Mark each statement True or False. Justify each answer.
(a) If a convergent sequence is bounded, then it is monotone.
(b) If $\left(s_{n}\right)$ is an unbounded increasing sequence, then $\lim s_{n}=+\infty$.
(c) The Cauchy convergence criterion holds in $\mathbb{Q}$, the ordered field of rational numbers.
3. Prove that each sequence is monotone and bounded. Then find the limit. is
(a) $s_{1}=1$ and $s_{n+1}=\frac{1}{5}\left(s_{n}+7\right)$ for $n \geq 1$.
(b) $s_{1}=2$ and $s_{n+1}=\frac{1}{5}\left(s_{n}+7\right)$ for $n \geq 1$.
(c) $s_{1}=2$ and $s_{n+1}=\frac{1}{4}\left(2 s_{n}+7\right)$ for $n \geq 1$.
(d) $s_{1}=1$ and $s_{n+1}=\sqrt{2 s_{n}+2}$ for $n \geq 1$.
(e) $s_{1}=5$ and $s_{n+1}=\sqrt{4 s_{n}+1}$ for $n \geq 1$.
4. Find an example of a sequence of real numbers satisfying each set of properties.
(a) Cauchy, but not monotone
(b) Monotone, but not Cauchy
(c) Bounded, but not Cauchy
5. Let $\left(a_{n}\right)$ and $\left(b_{n}\right)$ be monotone sequences. Prove or give a counterexample.
(a) The sequence $\left(c_{n}\right)$ given by $c_{n}=a_{n}+b_{n}$ is monotone.
(b) The sequence ( $c_{n}$ ) given by $c_{n}=a_{n} \cdot b_{n}$ is monotone.
6. Let $\left(a_{n}\right)$ and $\left(b_{n}\right)$ be monotone sequences. Prove or give a counterexample.
(a) The sequence $\left(c_{n}\right)$ given by $c_{n}=k a_{n}$ is monotone for any $k \in \mathbb{R}$.
(b) The sequence ( $c_{n}$ ) given by $c_{n}=a_{n} / b_{n}$ is monotone, where $b_{n} \neq 0$ for all $n \in \mathbb{N}$.
7. Let $s_{1}=\sqrt{6}, s_{2}=\sqrt{6+\sqrt{6}}, s_{3}=\sqrt{6+\sqrt{6+\sqrt{6}}}$, and in general define $s_{n+1}$ $=\sqrt{6+s_{n}}$. Prove that $\left(s_{n}\right)$ converges, and find its limit.
8. Let $s_{1}=k$ and define $s_{n+1}=\sqrt{4 s_{n}-1}$ for $n \geq 1$. Determine for what values of $k$ the sequence $\left(s_{n}\right)$ will be monotone increasing and for what values of $k$ it will be monotone decreasing.
9. Suppose $x>0$. Define a sequence $\left(s_{n}\right)$ by $s_{1}=k$ and $s_{n+1}=\left(s_{n}^{2}+x\right) /\left(2 s_{n}\right)$ for $n \in \mathbb{N}$. Prove that for any $k>0, \lim s_{n}=\sqrt{x}$. $\hat{\text { ts }}$
10. (a) Suppose that $|r|<1$. Also, we know that

$$
1+r+r^{2}+\cdots+r^{n}=\frac{1-r^{n+1}}{1-r}
$$

Find $\lim _{n \rightarrow \infty}\left(1+r+r^{2}+\cdots+r^{n}\right)$.
(b) If we let the infinite repeating decimal $0.9999 \cdots$ stand for the limit

$$
\lim _{n \rightarrow \infty}\left(\frac{9}{10}+\frac{9}{10^{2}}+\cdots+\frac{9}{10^{n}}\right)
$$

show that $0.9999 \cdots=1$.
11. Finish the proof of Theorem 3.3 for a bounded decreasing sequence.
12. Prove Theorem 3.8(b).
13. Prove Lemma 3.11.
*14. Let $\left(s_{n}\right)$ be the sequence defined by $s_{n}=(1+1 / n)^{n}$. Use the binomial theorem to show that $\left(s_{n}\right)$ is an increasing sequence with $s_{n}<3$ for all $n$. Conclude that $\left(s_{n}\right)$ is convergent. The limit of $\left(s_{n}\right)$ is referred to as $e$ and is used as the base for natural logarithms. The approximate value of $e$ is 2.71828 .
15. A sequence $\left(s_{n}\right)$ is said to be contractive if there exists a constant $k$ with $0<k<1$ such that $\left|s_{n+2}-s_{n+1}\right| \leq k\left|s_{n+1}-s_{n}\right|$ for all $n \in \mathbb{N}$. Prove that every contractive sequence is a Cauchy sequence, and hence is convergent. $\dot{z}$

## Section 4 SUBSEQUENCES

4.1 DEFINITION Let $\left(s_{n}\right)_{n=1}^{\infty}$ be a sequence and let $\left(n_{k}\right)_{k=1}^{\infty}$ be any sequence of natural numbers such that $n_{1}<n_{2}<n_{3}<\cdots$. The sequence $\left(s_{n_{k}}\right)_{k=1}^{\infty}$ is called a subsequence of $\left(s_{n}\right)_{n=1}^{\infty}$.

When viewed as a function, a subsequence of a sequence $S: \mathbb{N} \rightarrow \mathbb{R}$ is the composition of $S$ and a strictly increasing function $n: \mathbb{N} \rightarrow \mathbb{N}$. [A function $n: \mathbb{N} \rightarrow \mathbb{N}$ is strictly increasing if $n(k+1)>n(k)$ for all $k \in \mathbb{N}$.] That is, $S \circ n: \mathbb{N} \rightarrow \mathbb{R}$ is a subsequence of the sequence $S: \mathbb{N} \rightarrow \mathbb{R}$. Since this functional notation is cumbersome, we prefer to use subscripts and write $s_{n_{k}}$ instead of $S(n(k))$. It is important to note that the index of the subsequence is $k$, not $n_{k}$ or $n$.

If we delete a finite number of the terms in a sequence and renumber the remaining ones in the same order, we obtain a subsequence. In fact, we may delete infinitely many of the terms in the original sequence as long as there are still infinitely many terms left. Thus the sequence

$$
\left(s_{n}\right)=\left(1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots\right)
$$

has, for example,

$$
\left(t_{k}\right)=\left(\frac{1}{5}, \frac{1}{6}, \frac{1}{7}, \frac{1}{8}, \ldots\right) \text { and }\left(u_{k}\right)=\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \ldots\right)
$$

as subsequences. Of course, it has many other subsequences, including ( $s_{n}$ ) itself. We note, however, that

$$
\left(v_{n}\right)=\left(\frac{1}{3}, \frac{1}{2}, \frac{1}{5}, \frac{1}{4}, \frac{1}{7}, \frac{1}{6}, \ldots\right)
$$

is not a subsequence of $\left(s_{n}\right)$, since the order of the terms is not preserved. If we use the notation of Definition 4.1 and write $t_{k}=s_{n_{k}}$, then we have $n_{k}=$ $k+4$. Sometimes we shorten the notation and simply refer to the subsequence $\left(t_{k}\right)$ as $\left(s_{n+4}\right)$.
4.2 PRACTICE If $u_{k}=s_{n_{k}}$ as given above, what is $n_{k}$ ?

If a sequence is convergent, we would expect that any subsequence is also convergent. This is easy to prove, once we have the following simple result.
4.3 PRACTICE Let $\left(n_{k}\right)_{k=1}^{\infty}$ be a sequence of natural numbers such that $n_{k}<n_{k+1}$ for all $k \in \mathbb{N}$. Use induction to show that $n_{k} \geq k$ for all $k \in \mathbb{N}$.
4.4 THEOREM If a sequence $\left(s_{n}\right)$ converges to a real number $s$, then every subsequence of $\left(s_{n}\right)$ also converges to $s$.

Proof: Let $\left(s_{n_{k}}\right)$ be any subsequence of $\left(s_{n}\right)$. Given any $\varepsilon>0$, there exists a natural number $N$ such that $n \geq N$ implies that $\left|s_{n}-s\right|<\varepsilon$. Thus when $k \geq N$, we apply Practice 4.3 to obtain $n_{k} \geq k \geq N$, so that $\left|s_{n_{k}}-s\right|<\mathcal{E}$.
Hence $\lim _{k \rightarrow \infty} S_{n_{k}}=s$.
4.5 EXAMPLE One application of Theorem 4.4 is in finding the value of the limit of a convergent sequence. Suppose that $0<x<1$ and consider the sequence $\left(s_{n}\right)$ defined by $s_{n}=x^{1 / n}$. Since $0<x^{1 / n}<1$ for all $n,\left(s_{n}\right)$ is bounded. Since

$$
x^{1 /(n+1)}-x^{1 / n}=x^{1 /(n+1)}\left(1-x^{1 /[n(n+1)]}\right)>0, \quad \text { for all } n,
$$

$\left(s_{n}\right)$ is an increasing sequence. Thus, by the monotone convergence theorem (3.3), $\left(s_{n}\right)$ converges to some number, say $s$. Now for each $n, s_{2 n}=x^{1 /(2 n)}=$ $\left(x^{1 / n}\right)^{1 / 2}=\sqrt{s_{n}}$. But by Theorem 4.4, $\lim s_{2 n}=\lim s_{n}$, and by Example 2.6, $\lim \sqrt{s_{n}}=\sqrt{\lim s_{n}}$. Thus we have

$$
s=\lim s_{n}=\lim s_{2 n}=\lim \sqrt{s_{n}}=\sqrt{\lim s_{n}}=\sqrt{s} .
$$

It follows that $s^{2}=s$, so that $s=0$ or $s=1$. But $s_{1}=x>0$ and the sequence is increasing, so $s \neq 0$. Hence $s=1$ and $\lim x^{1 / n}=1$.
4.6 EXAMPLE Theorem 4.4 can also be useful in showing that a sequence is divergent. For example, if the sequence $s_{n}=(-1)^{n}$ were convergent to some number $s$, then every subsequence would also converge to $s$. But $\left(s_{2 n}\right)$ converges to +1 and $\left(s_{2 n-1}\right)$ converges to -1 . We conclude that $\left(s_{n}\right)$ is not convergent.

If a sequence is divergent, the behavior of its subsequences can be quite varied. For example, we just saw that $s_{n}=(-1)^{n}$ has subsequences converging to two different numbers. On the other hand, none of the subsequences of the sequence $(1,2,3,4, \ldots)$ are convergent. If, however, a given sequence is bounded, it will have at least one convergent subsequence. This result is sometimes known as the Bolzano-Weierstrass theorem for sequences.
4.7 THEOREM Every bounded sequence has a convergent subsequence.

Proof: Let $\left(s_{n}\right)$ be a sequence whose range $T=\left\{s_{n}: n \in \mathbb{N}\right\}$ is bounded. Suppose first that $T$ is finite. Then there is some number $x$ in $T$ that is equal to $s_{n}$ for infinitely many values of $n$. That is, there exist indices $n_{1}<n_{2}<\cdots<n_{k}<\cdots$ such that $s_{n_{k}}=x$ for all $k \in \mathbb{N}$. It follows that the subsequence $\left(s_{n_{k}}\right)$ converges to $x$.

On the other hand, suppose that $T$ is infinite. Then the BolzanoWeierstrass theorem implies that $T$ has an accumulation point, say $y$, in $\mathbb{R}$. We now construct a subsequence of $\left(s_{n}\right)$ that converges to $y$. For each $k \in \mathrm{~N}$, let $A_{k}=(y-1 / k, y+1 / k)$ be the neighborhood about $y$ of radius $1 / k$. Since $y$ is an accumulation point of $T$, given any $k \in \mathbb{N}$, there are infinitely many values of $n$ such that $s_{n} \in A_{k}$. Thus we can pick $s_{n_{1}} \in$ $A_{1}$. Then we can choose $n_{2}>n_{1}$ with $s_{n_{2}} \in A_{2}$. In general we choose $s_{n_{k}} \in A_{k}$ with $n_{k}>n_{k-1}$. By so doing we obtain a subsequence $\left(s_{n_{k}}\right)$ of $\left(s_{n}\right)$ for which $\left|s_{n_{k}}-y\right|<1 / k$ for all $k \in \mathbb{N}$. It follows from Theorem 1.8 that $\lim _{k \rightarrow \infty} s_{n_{k}}=y$.

While an unbounded sequence may not have any convergent subsequences, it will contain a subsequence that has an infinite limit. In fact, we can prove the following slightly stronger result.
4.8 THEOREM Every unbounded sequence contains a monotone subsequence that has either $+\infty$ or $-\infty$ as a limit.

Proof: Suppose that $\left(s_{n}\right)$ is unbounded above. We shall construct an unbounded increasing subsequence of $\left(s_{n}\right)$. Given any $M \in \mathbb{R}$, there must be infinitely many terms of $\left(s_{n}\right)$ larger than $M$. (Otherwise, the maximum of the finite number of terms would be an upper bound.) In particular, there exists $n_{1} \in \mathbb{N}$ such that $s_{n_{1}}>1$. Then there exists $n_{2}>n_{1}$ such that $s_{n_{2}}>\max \left\{2, s_{n_{1}}\right\}$. In general, given $n_{1}, \ldots, n_{k}$ there exists $n_{k+1}>n_{k}$ such that $s_{n_{k+1}}>\max \left\{k, s_{n_{k}}\right\}$. It follows that the subsequence $\left(s_{n_{k}}\right)$ is unbounded and increasing. By Theorem 3.8, $\lim _{k \rightarrow \infty} s_{n_{k}}=+\infty$.

Finally, if $\left(s_{n}\right)$ is not unbounded above, then it must be unbounded below, and a similar argument produces an unbounded decreasing subsequence having limit $-\infty$.

## Limit Superior and Limit Inferior

4.9 DEFINITION Let $\left(s_{n}\right)$ be a bounded sequence. A subsequential limit of $\left(s_{n}\right)$ is any real number that is the limit of some subsequence of $\left(s_{n}\right)$. If $S$ is the set of all subsequential limits of $\left(s_{n}\right),{ }^{\dagger}$ then we define the limit superior (or upper limit) of $\left(s_{n}\right)$ to be

$$
\lim \sup s_{n}=\sup S
$$

Similarly, we define the limit inferior (or lower limit) of $\left(s_{n}\right)$ to be

$$
\liminf s_{n}=\inf S
$$

We should note that in Definition 4.9 we require $\left(s_{n}\right)$ to be bounded. Thus Theorem 4.7 implies that $\left(s_{n}\right)$ contains a convergent subsequence, so the set $S$ of subsequential limits will be nonempty. It will also be bounded, since $\left(s_{n}\right)$ is bounded. The completeness axiom then implies that sup $S$ and $\inf S$ both exist as real numbers.

It should be clear that we always have $\lim \inf s_{n} \leq \lim \sup s_{n}$. Now, if $\left(s_{n}\right)$ converges to some number $s$, then all its subsequences converge to $s$, so we have $\lim \inf s_{n}=\lim \sup s_{n}=s$. The converse of this is also true (Exercise 9). If it happens that $\lim \inf s_{n}<\lim \sup s_{n}$, then we say that $\left(s_{n}\right)$ oscillates.

[^11]4.10 EXAMPLE Let $s_{n}=(-1)^{n}+1 / n$. We see that $\left|s_{n}\right| \leq\left|(-1)^{n}\right|+|1 / n| \leq 2$ for all $n$, so the sequence $\left(s_{n}\right)$ is bounded. The first few terms are
$$
0, \frac{3}{2},-\frac{2}{3}, \frac{5}{4},-\frac{4}{5}, \frac{7}{6},-\frac{6}{7}, \ldots
$$

The subsequence $\left(s_{2 n}\right)$ is seen to converge to 1 , and the subsequence $\left(s_{2 n-1}\right)$ converges to -1 . (See Figure 1.) Since these are the only possible subsequential limits, we have $\lim \sup s_{n}=1$ and $\lim \inf s_{n}=-1$.


Figure $1 \quad s_{n}=(-1)^{n}+1 / n$

If $\left(s_{n}\right)$ is bounded and $m=\lim \sup s_{n}$, then no number larger than $m$ can be a subsequential limit of $\left(s_{n}\right)$. Thus, given any $\varepsilon>0$, there can only be finitely many terms as large as $m+\varepsilon$. (If there were infinitely many terms as large as $m+\varepsilon$, then a subsequence of these terms would have a limit greater than $m$. See Figure 2.) On the other hand, if we consider $m-\varepsilon$, then there must be infinitely many terms greater than $m-\varepsilon$. (For otherwise no subsequence could have a limit greater than $m-\mathcal{\varepsilon}$, and $m-\mathcal{\varepsilon}$ would be an upper bound for the set of subsequential limits.) We summarize these results in our next theorem.


Figure $2 m=\lim \sup s_{n}$
4.11 THEOREM Let $\left(s_{n}\right)$ be a bounded sequence and let $m=\lim \sup s_{n}$. Then the following properties hold:
(a) For every $\varepsilon>0$ there exists a natural number $N$ such that $n \geq N$ implies that $s_{n}<m+\varepsilon$.
(b) For every $\varepsilon>0$ and for every $i \in \mathbb{N}$ there exists an integer $k>i$ such that $s_{k}>m-\varepsilon$.

Furthermore, if $m$ is a real number satisfying properties (a) and (b), then $m=\lim \sup s_{n}$.

Proof: The only thing left to prove is the final statement. If $m$ satisfies (a), then $\left(s_{n}\right)$ is bounded above and no number larger than $m$ can be a subsequential limit. If $m$ satisfies (b), then no number smaller than $m$ is an upper bound for the set $S$ of subsequential limits. Hence $m=\sup S=$ $\lim \sup s_{n}$.
4.12 COROLLARYLet $\left(s_{n}\right)$ be a bounded sequence and let $m=\lim \sup s_{n}$. Then $m \in S$, where $S$ is the set of subsequential limits of $\left(s_{n}\right)$. That is, there exists a subsequence of $\left(s_{n}\right)$ that converges to $m$.

Proof: Taken together, parts (a) and (b) of Theorem 4.11 imply the existence of a subsequence $\left(s_{n_{k}}\right)$ of $\left(s_{n}\right)$ such that

$$
m-\frac{1}{k}<s_{n_{k}}<m+\frac{1}{k} .
$$

Clearly, $\left(s_{n_{k}}\right)$ converges to $m$.
For a bounded sequence $\left(s_{n}\right)$, Corollary 4.12 says that the set $S$ of subsequential limits of $\left(s_{n}\right)$ contains its supremum $m$. This means that $m$ is actually the maximum of $S$. Likewise, $\lim \inf s_{n}=\min S$. While this characterization of the limit superior and the limit inferior may be more concrete than using the supremum and infimum of $S$, the original definition is preferred because it generalizes more readily to unbounded sequences.
4.13 PRACTICE Let $\left(s_{n}\right)=\left(\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, \frac{1}{3}, \frac{2}{3},-\frac{2}{3}, \frac{1}{4}, \frac{3}{4},-\frac{3}{4}, \frac{1}{5}, \frac{4}{5},-\frac{4}{5}, \ldots\right)$. Find the set $S$ of subsequential limits, the limit superior, and the limit inferior of $\left(s_{n}\right)$.

The following application of Corollary 4.12 will be useful in working with power series.
4.14 THEOREM Suppose that $\left(r_{n}\right)$ converges to a positive number $r$ and $\left(s_{n}\right)$ is a bounded sequence. Then

$$
\lim \sup r_{n} s_{n}=r \cdot \lim \sup s_{n}
$$

Proof: Let $s=\lim \sup s_{n}$ and $t=\lim \sup r_{n} s_{n}$. By Corollary 4.12 there exists a subsequence $\left(s_{n_{k}}\right)$ of $\left(s_{n}\right)$ such that $\lim _{k \rightarrow \infty} s_{n_{k}}=s$. Now $\lim _{k \rightarrow \infty} r_{n_{k}}=r$ by Theorem 4.4, so $\lim _{k \rightarrow \infty} r_{n_{k}} s_{n_{k}}=r s$. Thus $r s \leq$ $\lim \sup r_{n} s_{n}=t$.

Similarly, let $\left(r_{n_{k}} s_{n_{k}}\right)$ be a subsequence of $\left(r_{n} s_{n}\right)$ that converges to $t$. Then since $r>0$,

$$
\lim _{k \rightarrow \infty} s_{n_{k}}=\lim _{k \rightarrow \infty} \frac{r_{n_{k}} s_{n_{k}}}{r_{n_{k}}}=\frac{t}{r},
$$

so that $t / r \leq s$. That is, $t \leq r s$. Since $r s \leq t$ and $t \leq r s$, we conclude that $t=r s$.

## Unbounded Sequences

There are some occasions when we wish to generalize the notion of the limit superior and the limit inferior to apply to unbounded sequences. There are two cases to consider for the limit superior, with analogous definitions applying to the limit inferior.

1. Suppose that $\left(s_{n}\right)$ is unbounded above. Then the proof of Theorem 4.8 implies that there exists a subsequence having $+\infty$ as its limit. This prompts us to define $\lim \sup s_{n}=+\infty$.
2. Suppose that $\left(s_{n}\right)$ is bounded above but not bounded below. If some subsequence converges to a finite number, we define $\lim \sup s_{n}$ to be the supremum of the set of subsequential limits. Essentially, this coincides with Definition 4.9. If no subsequence converges to a finite number, we must have $\lim s_{n}=-\infty$, so we define $\lim$ sup $s_{n}=-\infty$.

Thus for any sequence $\left(s_{n}\right)$, $\lim \sup s_{n}$ always exists as either a real number or $+\infty$ or $-\infty$. When $k \in \mathbb{R}$ and $\alpha=\lim \sup s_{n}$, writing $\alpha>k$ means that $\alpha$ is a real number greater than $k$ or that $\alpha=+\infty$. Similarly, $\alpha<k$ means $\alpha$ is a real number less than $k$ or $\alpha=-\infty$. Sometimes we write $k<\alpha<+\infty$ to indicate that $\alpha$ is a real number greater than $k$ and thereby explicitly rule out the possibility that $\alpha=+\infty$. The only times we shall use this extended meaning for the inequality sign are when we are referring to the value of a limit, a limit superior, or a limit inferior. In all other cases, the use of an inequality implies a comparison of real numbers.
4.15 PRACTICE Let $s_{n}=n \sin ^{2}(n \pi / 2)$. Find the set $S$ of subsequential limits, the limit superior, and the limit inferior of $\left(s_{n}\right)$.

## Review of Key Terms in Section 4

| Subsequence | Limit superior | Oscillates |
| :--- | :--- | :--- |
| Subsequential limit | Limit inferior |  |

## ANSWERS TO PRACTICE PROBLEMS

$4.2 \quad n_{k}=2^{k}$.
4.3 Since $n_{1} \in \mathbb{N}, n_{1} \geq 1$. Now suppose that $n_{k} \geq k$ for some $k \in \mathbb{N}$. Then $n_{k+1}>n_{k} \geq k$, so that $n_{k+1} \geq k+1$. Thus $n_{k} \geq k$ for all $k \in \mathbb{N}$.
4.13 $S=\{-1,0,1\}, \lim \sup s_{n}=1$, and $\lim \inf s_{n}=-1$.
4.15 $S=\{0,+\infty\}, \lim \sup s_{n}=+\infty$, and $\lim \inf s_{n}=0$.

4 EXERCISES
Exercises marked with * are used in later sections, and exercises marked with $\lambda$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) A sequence $\left(s_{n}\right)$ converges to $s$ iff every subsequence of $\left(s_{n}\right)$ converges to $s$.
(b) Every bounded sequence is convergent.
(c) Let $\left(s_{n}\right)$ be a bounded sequence. If $\left(s_{n}\right)$ oscillates, then the set $S$ of subsequential limits of $\left(s_{n}\right)$ contains at least two points.
(d) Let $\left(s_{n}\right)$ be a bounded sequence and let $m=\lim \sup s_{n}$. Then for every $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that $n \geq N$ implies that $s_{n}>m-\varepsilon$.
(e) If $\left(s_{n}\right)$ is unbounded above, then $\left(s_{n}\right)$ contains a subsequence that has $+\infty$ as a limit.
2. Mark each statement True or False. Justify each answer.
(a) Every sequence has a convergent subsequence.
(b) The set of subsequential limits of a bounded sequence is always nonempty.
(c) $\left(s_{n}\right)$ converges to $s \operatorname{iff} \lim \inf s_{n}=\lim \sup s_{n}=s$.
(d) Let $\left(s_{n}\right)$ be a bounded sequence and let $m=\lim \sup s_{n}$. Then for every $\varepsilon>0$ there are infinitely many terms in the sequence greater than $m-\varepsilon$.
(e) If $\left(s_{n}\right)$ is unbounded above, then $\lim \inf s_{n}=\lim \sup s_{n}=+\infty$.
3. For each sequence, find the set $S$ of subsequential limits, the limit superior, and the limit inferior. is
(a) $s_{n}=1+(-1)^{n}$
(b) $\left(t_{n}\right)=\left(0, \frac{1}{2}, \frac{2}{3}, \frac{1}{4}, \frac{4}{5}, \frac{1}{6}, \frac{6}{7}, \ldots\right)$
(c) $u_{n}=n^{2}\left[-1+(-1)^{n}\right]$
(d) $v_{n}=n \sin \frac{n \pi}{2}$
4. For each sequence, find the set $S$ of subsequential limits, the limit superior, and the limit inferior.
(a) $w_{n}=\frac{(-1)^{n}}{n}$
(b) $\left(x_{n}\right)=(0,1,2,0,1,3,0,1,4, \ldots)$
(c) $y_{n}=n\left[2+(-1)^{n}\right]$
(d) $z_{n}=(-n)^{n}$
5. Use Exercise 3.14 to find the limit of each sequence. is
(a) $s_{n}=\left(1+\frac{1}{2 n}\right)^{2 n}$
(b) $s_{n}=\left(1+\frac{1}{n}\right)^{2 n}$
(c) $s_{n}=\left(1+\frac{1}{n}\right)^{n-1}$
(d) $s_{n}=\left(\frac{n}{n+1}\right)^{n}$
(e) $s_{n}=\left(1+\frac{1}{2 n}\right)^{n}$
(f) $\quad s_{n}=\left(\frac{n+2}{n+1}\right)^{n+3}$
6. Prove or give a counterexample.
(a) Every oscillating sequence has a convergent subsequence.
(b) Every oscillating sequence diverges.
(c) Every divergent sequence oscillates.
7. Prove or give a counterexample.
(a) Every bounded sequence has a Cauchy subsequence.
(b) Every monotone sequence has a bounded subsequence.
(c) Every convergent sequence can be represented as the sum of two oscillating sequences.
8. If $\left(s_{n}\right)$ is a subsequence of $\left(t_{n}\right)$ and $\left(t_{n}\right)$ is a subsequence of $\left(s_{n}\right)$, can we conclude that $\left(s_{n}\right)=\left(t_{n}\right)$ ? Prove or give a counterexample.
9. Let $\left(s_{n}\right)$ be a bounded sequence and suppose that $\lim \inf s_{n}=\lim \sup s_{n}=s$. Prove that $\left(s_{n}\right)$ is convergent and that $\lim s_{n}=s$. $\lambda$
*10. Suppose that $x>1$. Prove that $\lim x^{1 / n}=1$.
10. Let $\left(s_{n}\right)$ be a bounded sequence and let $S$ denote the set of subsequential limits of $\left(s_{n}\right)$. Prove that $S$ is closed. it
11. Let $A=\{x \in \mathbb{Q}: 0 \leq x<2\}$. Since $A$ is denumerable, there exists a bijection $s: \mathbb{N} \rightarrow A$. Letting $s(n)=s_{n}$, find the set of subsequential limits of the sequence $\left(s_{n}\right)$.
12. Let $\left(s_{n}\right)$ and $\left(t_{n}\right)$ be bounded sequences.
(a) Prove that $\lim \sup \left(s_{n}+t_{n}\right) \leq \lim \sup s_{n}+\lim \sup t_{n}$. के
(b) Find an example to show that equality may not hold in part (a).
13. State and prove the analog of Theorem 4.11 for lim inf.
14. Let $\left(s_{n}\right)$ and $\left(t_{n}\right)$ be bounded sequences.
(a) Prove that $\lim \inf s_{n}+\lim \inf t_{n} \leq \lim \inf \left(s_{n}+t_{n}\right)$.
(b) Find an example to show that equality may not hold in part (a).
15. Let $\left(s_{n}\right)$ be a bounded sequence.
(a) Prove that $\lim \sup s_{n}=\lim _{N \rightarrow \infty} \sup \left\{s_{n}: n>N\right\}$.
(b) Prove that lim inf $s_{n}=\lim _{N \rightarrow \infty} \inf \left\{s_{n}: n>N\right\}$.
*17. Prove that if $\lim \sup s_{n}=+\infty$ and $k>0$, then $\lim \sup \left(k s_{n}\right)=+\infty$.
16. Let $C$ be a nonempty subset of $\mathbb{R}$. Prove that $C$ is compact iff every sequence in $C$ has a subsequence that converges to a point in $C$.
17. Prove that every sequence has a monotone subsequence.

## Hints for Selected Exercises

## Section 1

3. (a) $1,4,9,16,25,36,49$; (c) $\frac{1}{2},-\frac{1}{2},-1,-\frac{1}{2}, \frac{1}{2}, 1, \frac{1}{2}$.
4. (d) $\sqrt{n} /(n+1)<\sqrt{n} / n=1 / \sqrt{n}$.
(f) Suppose first that $x \neq 0$. Since $|x|<1,|x|=1 /(1+y)$ for some $y>0$. Use Bernoulii's inequality to obtain the bound $\left|x^{n}\right|=1 /(1+y)^{n}<$ $1 /(n y)$. The case when $x=0$ is trivial.
5. (a) True
(b) False; (c) True.
6. Use the fact that $a_{n} \rightarrow b$ and $c_{n} \rightarrow b$ to show that given any $\varepsilon>0$, there exists a natural number $N$ such that $b-\varepsilon<a_{n} \leq b_{n} \leq c_{n}<b+\varepsilon$, whenever $n \geq N$. Note that this $N$ must work for both sequences $\left(a_{n}\right)$ and $\left(c_{n}\right)$.
7. (a) Suppose that $\left(s_{n}\right)$ is a sequence in $S \backslash\{x\}$ such that $s_{n} \rightarrow x$. Given any deleted neighborhood $N^{*}(x ; \varepsilon)$, find an integer $k$ such that $s_{k} \in N^{*}(x ; \varepsilon)$.

For the converse, suppose that $x$ is an accumulation point of $S$. Given any $\varepsilon>0$, there exists a point in $S \cap N^{*}(x ; \varepsilon)$. Thus for each $n \in \mathbb{N}$ there exists a point, say $s_{n}$, in $S \cap N^{*}(x ; 1 / n)$. Clearly, $s_{n} \in S \backslash\{x\}$ for all $n$. Now show that $s_{n} \rightarrow x$. Note that this half of the argument uses the axiom of choice.
17. Let $t_{n}=\left(s_{n}-s\right) /\left(s_{n}+s\right)$ and solve for $s_{n}$.

## Section 2

3. (a) $5 / 7$; (b) 0 .
4. (a) converges to -2 ; (c) diverges with no limit; (e) diverges to $+\infty$; (g) converges to 0 ; (i) diverges to $+\infty$; (k) converges to 0 .
5. (a) Multiply and divide by $\sqrt{n+1}+\sqrt{n}$.
6. (a) For $k>0$, use the ratio test.
7. (c) Suppose that $\lim s_{n}=+\infty$. Given $M \in \mathbb{R}$, there exists $N \in \mathbb{N}$ such that $n \geq N$ implies that $s_{n}>-M$. Then for $n \geq N$ we have $-s_{n}<M$, so that $\lim \left(-s_{n}\right)=-\infty$. The converse is similar.

## Section 3

3. The limits are (a) $7 / 4$;
(b) $7 / 4$;
(c) $7 / 2$;
(d) $1+\sqrt{3}$;
(e) $2+\sqrt{5}$.
4. Show that $\left(s_{n+1}\right)^{2}-x=\left(s_{n}^{2}-x\right)^{2} /\left(4 s_{n}^{2}\right) \geq 0$, so that $s_{n} \geq \sqrt{x}$ for $n \geq 2$. To prove that $\left(s_{n}\right)$ is decreasing for $n \geq 2$, show that $s_{n}-s_{n+1} \geq 0$.
5. Show that $\left|s_{n+2}-s_{n+1}\right| \leq k^{n}\left|x_{2}-x_{1}\right|$. Note that for $m>n, s_{m}-s_{n}=$ $\sum_{i=n}^{m-1}\left(s_{i+1}-s_{i}\right)$. Then use the triangle inequality to get a bound on $\left|s_{m}-s_{n}\right|$.

## Section 4

3. (a) $S=\{0,2\}, \lim \sup s_{n}=2, \lim \inf s_{n}=0$.
(b) $S=\{0,1\}, \lim \sup t_{n}=1, \lim \inf t_{n}=0$.
(c) $S=\{-\infty, 0\}$, lim sup $u_{n}=0, \lim \inf u_{n}=-\infty$.
(d) $S=\{-\infty, 0,+\infty\}, \lim \sup v_{n}=+\infty, \lim \inf v_{n}=-\infty$.
4. (a) $e$; (b) $e^{2}$; (c) $e$; (d) $1 / e$; (e) $\sqrt{e}$; (f) $e$.
5. Suppose that $\left(s_{n}\right)$ does not converge to $s$. Then find a convergent subsequence of $\left(s_{n}\right)$ having a limit other than $s$.
6. Use Exercise 1.15(b).
7. (a) Use Theorem 4.11.

## Limits and Continuity

The study of limits is central to the development of analysis. In Section 1 we discuss the limit of a function. We shall find that limits of functions are closely related to limits of sequences, and we shall exploit this relationship in our proofs. In Section 2 we introduce the concept of a continuous function and show its relationship both to limits of functions and to sequences. Some of the important properties of continuous functions are developed in Section 3, and in Section 4 we discuss uniform continuity. The chapter concludes in the optional Section 5, where we explore the application of these topics to metric spaces.

## Section 1 LIMITS OF FUNCTIONS

In examining the limit of a function $f$ at a point $c$, we wish to know what the values of $f(x)$ are getting close to as $x$ gets close to $c$. To do this, $f$ must be defined at points arbitrarily close to $c$, although not necessarily at $c$ itself. Of course, the notion of "close" must be made more precise, and in so doing we shall follow the pattern developed for limits of sequences. Throughout this chapter we will be considering functions whose domain $D$ is a nonempty subset of $\mathbb{R}$.
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1.1 DEFINITION Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. We say that a real number $L$ is a limit of $\boldsymbol{f}$ at $\boldsymbol{c}$, if
for each $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-L|<\varepsilon$ whenever $x \in D$ and $0<|x-c|<\delta$.

Requiring $0<|x-c|<\delta$ in the definition of a limit has the effect of making $x$ "close" to $c$ but deleting the point $x=c$ from consideration. Thus the function $f$ need not be defined at $c$, and even if $f(c)$ is defined, it is not necessarily equal to the limit of $f$ at $c$. Note that Definition 1.1 does not specify that the limit is unique, but in fact it is (Corollary 1.9). Thus when the limit of $f$ at $c$ is $L$ we may write $\lim _{x \rightarrow c} f(x)=L$.

If we translate the definition of a limit into the terminology of neighborhoods, we obtain the following characterization.
1.2 THEOREM Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Then $\lim _{x \rightarrow c} f(x)=L$, iff for each neighborhood $V$ of $L$ there exists a deleted neighborhood $U$ of $c$ such that $f(U \cap D) \subseteq V$. (See Figure 1.)


Figure 1 The limit of $f$ at $c$ is $L$.
1.3 EXAMPLE $\quad$ Let $k \in \mathbb{R}$. Define the constant function $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=k$ for all $x \in \mathbb{R}$. Then for any $c \in \mathbb{R}, \lim _{x \rightarrow c} f(x)=k$. Indeed, given any $\varepsilon>0$, let $\delta=1$ (or any other positive number). Then $|f(x)-k|=|k-k|=0<\varepsilon$ whenever $0<|x-c|<1$. Thus $\lim _{x \rightarrow c} k=k$.
1.4 PRACTICE Consider the function $f(x)=x$ for all $x \in \mathbb{R}$. We claim that $\lim _{x \rightarrow c} f(x)=c$ for all $c \in \mathbb{R}$. Given any $\varepsilon>0$, if we want to make $|f(x)-c|<\varepsilon$, how big can $\delta$ be?
1.5 EXAMPLE Let $f(x)=\left(2 x^{2}-3 x+1\right) /(x-1)$ for $x \neq 1$ and $f(1)=5$. To find $\lim _{x \rightarrow 1} f(x)$, we note that

$$
\frac{2 x^{2}-3 x+1}{x-1}=\frac{(2 x-1)(x-1)}{x-1}=2 x-1
$$

when $x \neq 1$. Thus as $x$ approaches 1 we guess that $f(x)$ is approaching $2(1)-1=1$. To prove this, given any $\varepsilon>0$, let $\delta=\varepsilon / 2$. Then, whenever $0<|x-1|<\varepsilon / 2$, we have

$$
\begin{aligned}
|f(x)-1| & =\left|\frac{2 x^{2}-3 x+1}{x-1}-1\right|=|(2 x-1)-1| \\
& =|2(x-1)|=2|x-1|<2\left(\frac{\varepsilon}{2}\right)=\varepsilon .
\end{aligned}
$$

Thus we have $\lim _{x \rightarrow 1} f(x)=1$. Notice that having $f(1)=5$ did not affect the value of the limit at 1 at all.
1.6 EXAMPLE Let $f(x)=x^{2}+2 x+6$. To prove that $\lim _{x \rightarrow 3} f(x)=21$, we write

$$
|f(x)-21|=\left|x^{2}+2 x-15\right|=|x+5||x-3| .
$$

To make this small, we need a bound on the size of $|x+5|$ when $x$ is "close" to 3 . For example, if we arbitrarily require that $|x-3|<1$, then

$$
|x+5|=|x-3+8| \leq|x-3|+|8|<1+8=9 .
$$

To make $f(x)$ within $\varepsilon$ of 21 , we want to have $|x+5|<9$ and $|x-3|<\varepsilon / 9$.
Thus, given any $\varepsilon>0$, let $\delta=\min \{1, \varepsilon / 9\}$. Then for all $x$ satisfying $|x-3|<\delta$ we have $|x-3|<1$, so that $|x+5|<9$. It follows that for these $x$ we have

$$
|f(x)-21|=|x+5||x-3|<9|x-3|<9 \delta \leq \varepsilon .
$$

1.7 PRACTICE Find a $\delta>0$ so that $|x-2|<\delta$ implies that
(a) $\left|x^{2}+x-6\right|<1$.
(b) $\left|x^{2}+x-6\right|<1 / n$ for a given $n \in \mathbb{N}$.
(c) $\left|x^{2}+x-6\right|<\varepsilon$ for a given $\varepsilon>0$.

## Sequential Criterion for Limits

We now present the key theorem that shows the relationship between limits of functions and limits of sequences.
1.8 THEOREM Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Then $\lim _{x \rightarrow c} f(x)=L$ iff for every sequence $\left(s_{n}\right)$ in $D$ that converges to $c$ with $s_{n} \neq c$ for all $n$, the sequence $\left(f\left(s_{n}\right)\right)$ converges to $L$.

Proof: Suppose that $\lim _{x \rightarrow c} f(x)=L$ and let $\left(s_{n}\right)$ be a sequence in $D$ that converges to $c$ with $s_{n} \neq c$ for all $n$. We must show that $\lim _{n \rightarrow \infty} f\left(s_{n}\right)=L$. Now, given any $\varepsilon>0$, there exists a $\delta>0$ such that $|f(x)-L|<\varepsilon$ whenever $x \in D$ and $0<|x-c|<\delta$. Furthermore, since $s_{n} \rightarrow c$, there exists a natural number $N$ such that $n \geq N$ implies that $\left|s_{n}-c\right|<\delta$. Thus for $n \geq N$ we have $0<\left|s_{n}-c\right|<\delta$ and $s_{n} \in D$, so that $\left|f\left(s_{n}\right)-L\right|<\varepsilon$. Hence $\lim _{n \rightarrow \infty} f\left(s_{n}\right)=L$.

Conversely, suppose that $L$ is not a limit of $f$ at $c$. We must find a sequence $\left(s_{n}\right)$ in $D$ that converges to $c$ with each $s_{n} \neq c$, and such that $\left(f\left(s_{n}\right)\right)$ does not converge to $L$. Since $L$ is not a limit of $f$ at $c$, there exists an $\varepsilon>0$ such that for every $\delta>0$ there exists an $x \in D$ with $0<|x-c|<\delta$ such that $|f(x)-L| \geq \varepsilon$. In particular, for each $n \in \mathbb{N}$, there exists $s_{n} \in D$ with $0<\left|s_{n}-c\right|<1 / n$ such that $\left|f\left(s_{n}\right)-L\right| \geq \varepsilon$. Now the sequence $\left(s_{n}\right)$ converges to $c$ with $s_{n} \neq c$ for all $n$, but $\left(f\left(s_{n}\right)\right)$ cannot converge to $L$.

Using Theorem 1.8 and our earlier results on sequences, we conclude that the limit of a function is unique.
1.9 COROLLARY If $f: D \rightarrow \mathbb{R}$ and if $c$ is an accumulation point of $D$, then $f$ can have only one limit at $c$.

Proof: Exercise 10.

One very useful application of the sequential criterion for the limit of a function is to show that a given limit does not exist.
1.10 THEOREM Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Then the following are equivalent:
(a) $f$ does not have a limit at $c$.
(b) There exists a sequence $\left(s_{n}\right)$ in $D$ with each $s_{n} \neq c$ such that $\left(s_{n}\right)$ converges to $c$, but $\left(f\left(s_{n}\right)\right)$ is not convergent in $\mathbb{R}$.

Proof: Exercise 11.
1.11 EXAMPLE Consider the function $f(x)=\sin (1 / x)$ for $x>0$. (See Figure 2.) Using Theorem 1.10, we can show that $\lim _{x \rightarrow 0} f(x)$ does not exist. Recall that for all $k \in \mathbb{N}$ we have

$$
\sin \left(2 \pi k+\frac{n \pi}{2}\right)=\left\{\begin{array}{cl}
0, & \text { if } n=0 \\
1, & \text { if } n=1, \\
0, & \text { if } n=2, \\
-1, & \text { if } n=3
\end{array}\right.
$$

Thus, if we let $s_{n}=2 /(n \pi)$ for all $n \in \mathbb{N}$, then $\lim _{n \rightarrow \infty} s_{n}=0$. But $\left(f\left(s_{n}\right)\right)$ is the sequence $1,0,-1,0,1,0,-1, \ldots$, which clearly does not converge.


Figure $2 f(x)=\sin (1 / x)$ for $x>0$ and $s_{n}=2 /(n \pi)$

By combining Theorem 1.8 with the limit theorems for sequences, we can derive corresponding results for limits of functions. Our next theorem is the counterpart of the "Limit Theorem," and others are included in the exercises.
1.12 DEFINITION Let $f: D \rightarrow \mathbb{R}$ and $g: D \rightarrow \mathbb{R}$. We define the sum $f+g$ and the product $f g$ to be the functions from $D$ to $\mathbb{R}$ given by

$$
(f+g)(x)=f(x)+g(x) \quad \text { and } \quad(f g)(x)=f(x) \cdot g(x)
$$

for all $x \in D$. If $k \in \mathbb{R}$, then the multiple $k f: D \rightarrow \mathbb{R}$ is the function defined by

$$
(k f)(x)=k \cdot f(x), \quad \text { for all } x \in D .
$$

If $g(x) \neq 0$ for all $x \in D$, then the quotient $f / g: D \rightarrow \mathbb{R}$ is the function defined by

$$
\left(\frac{f}{g}\right)(x)=\frac{f(x)}{g(x)}, \quad \text { for all } x \in D
$$

1.13 THEOREM Let $f: D \rightarrow \mathbb{R}$ and $g: D \rightarrow \mathbb{R}$, and let $c$ be an accumulation point of $D$. If $\lim _{x \rightarrow c} f(x)=L, \lim _{x \rightarrow c} g(x)=M$, and $k \in \mathbb{R}$, then

$$
\begin{gathered}
\lim _{x \rightarrow c}(f+g)(x)=L+M, \quad \lim _{x \rightarrow c}(f g)(x)=L M \\
\text { and } \quad \lim _{x \rightarrow c}(k f)(x)=k L
\end{gathered}
$$

Furthermore, if $g(x) \neq 0$ for all $x \in D$ and $M \neq 0$, then

$$
\lim _{x \rightarrow c}\left(\frac{f}{g}\right)(x)=\frac{L}{M}
$$

Proof: The proofs of the various formulas are all similar to each other. We shall prove the formula for the sum and leave the others to the reader (Exercise 10). Let $\left(s_{n}\right)$ be a sequence in $D$ that converges to $c$ with each $s_{n} \neq c$. By Theorem 1.8 we have

$$
\lim _{n \rightarrow \infty} f\left(s_{n}\right)=L \quad \text { and } \quad \lim _{n \rightarrow \infty} g\left(s_{n}\right)=M
$$

and it suffices to show that $\lim _{n \rightarrow \infty}(f+g)\left(s_{n}\right)=L+M$. Now from Definition 1.12 and the theorem "Suppose that $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are convergent sequences with $\lim s_{n}=s$ and $\lim t_{n}=t$. Then
(a) $\lim \left(s_{n}+t_{n}\right)=s+t$.
(b) $\lim \left(k s_{n}\right)=k s$ and $\lim \left(k+s_{n}\right)=k+s$, for any $k \in \mathbb{R}$.
(c) $\lim \left(s_{n} t_{n}\right)=s t$.
(d) $\lim \left(s_{n} / t_{n}\right)=s / t$, provided that $t_{n} \neq 0$ for all $n$ and $t \neq 0$."
we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty}(f+g)\left(s_{n}\right) & =\lim _{n \rightarrow \infty}\left[f\left(s_{n}\right)+g\left(s_{n}\right)\right] \\
& =\lim _{n \rightarrow \infty} f\left(s_{n}\right)+\lim _{n \rightarrow \infty} g\left(s_{n}\right) \\
& =L+M
\end{aligned}
$$

1.14 EXAMPLE Since $\lim _{x \rightarrow c} x=c$, it follows from the product formula that $\lim _{x \rightarrow c} x^{2}=c^{2}$. By induction we easily obtain $\lim _{x \rightarrow c} x^{n}=c^{n}$ for all $n \in \mathbb{N}$. Combining this with the sum and multiple formulas, we see that for any polynomial $P$ and for any $c \in \mathbb{R}$ we have $\lim _{x \rightarrow c} P(x)=P(c)$.
1.15 PRACTICE Evaluate $\lim _{x \rightarrow 1} \frac{x^{2}+2 x-5}{x^{2}+3 x-5}$.
1.16 EXAMPLE Let $f(x)=\left(2 x^{2}-3 x+1\right) /(x-1)$ for $x \neq 1$ and $f(1)=5$, as in Example 1.5. Since $\lim _{x \rightarrow 1}(x-1)=0$, we cannot use the quotient formula directly, but once we have simplified $f(x)$ to $2 x-1$ for $x \neq 1$, we can use Theorem 1.13 to obtain

$$
\lim _{x \rightarrow 1} f(x)=\lim _{x \rightarrow 1}(2 x-1)=2(1)-1=1
$$

## One-Sided Limits

If the domain of $f$ is an interval $(a, b)$, then $\lim _{x \rightarrow a} f(x)$ will only involve points $x$ that are close to $a$ and greater than $a$. We sometimes indicate this by writing $\lim _{x \rightarrow a+} f(x)$, which is called the right-hand limit of $f$ at $a$. More precisely, $\lim _{x \rightarrow a+} f(x)=L$ iff for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-L|<\varepsilon$ whenever $x \in(a, b)$ and $a<x<a+\delta$. Similarly, the left-hand limit of $f$ at $b$ is given by $\lim _{x \rightarrow b-} f(x)=L$ iff for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-L|<\varepsilon$ whenever $x \in(a, b)$ and $b-\delta<x<b$. Occasionally, we may use the one-sided limit notation when a function is defined throughout a deleted neighborhood of some point $c$, but we wish to consider values on only one side of $c$. Of course, $\lim _{x \rightarrow c} f(x)=L$ iff both one-sided limits exist and are equal to $L$. (See Exercise 20.)

Review of Key Terms in Section 1

Limit of $f$ at $c$
Sequential criterion for limits

Right-hand limit Left-hand limit

## ANSWERS TO PRACTICE PROBLEMS

1.4 Let $\delta=\varepsilon$. Then, if $0<|x-c|<\delta$, we have $|f(x)-c|=|x-c|<\delta=\varepsilon$. Thus $\lim _{x \rightarrow c} x=c$.
1.7 First note that $\left|x^{2}+x-6\right|=|x+3||x-2|$. Thus we need to have an upper bound on the size of $|x+3|$. Now if $|x-2|<1$, then $|x+3|=$ $|x-2+5| \leq|x-2|+|5|<6$, so that $\left|x^{2}+x-6\right|=|x+3||x-2|<$ $6|x-2|$. Thus in part (a) we take $\delta=1 / 6$ and in part (b) we let $\delta=1 /(6 n)$. In both cases $\delta \leq 1$, so the inequality $|x+3|<6$ applies. For part (c), to ensure that $\delta \leq 1$, we set $\delta=\min \{1, \varepsilon / 6\}$.
1.15 Using Example 1.14 and the quotient formula, we have

$$
\lim _{x \rightarrow 1} \frac{x^{2}+2 x-5}{x^{2}+3 x-5}=\frac{-2}{-1}=2 .
$$

## 1 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Mark each statement True or False. Justify each answer.
(a) $\lim _{x \rightarrow c} f(x)=L$ iff for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-L|<\varepsilon$ whenever $x \in D$ and $|x-c|<\delta$.
(b) $\lim _{x \rightarrow c} f(x)=L$ iff for every deleted neighborhood $U$ of $c$ there exists a neighborhood $V$ of $L$ such that $f(U \cap D) \subseteq V$.
(c) $\lim _{x \rightarrow c} f(x)=L$ iff for every sequence $\left(s_{n}\right)$ in $D$ that converges to $c$ with $s_{n} \neq c$ for all $n$, the sequence $\left(f\left(s_{n}\right)\right)$ converges to $L$.
(d) If $f$ does not have a limit at $c$, then there exists a sequence $\left(s_{n}\right)$ in $D$ with each $s_{n} \neq c$ such that $\left(s_{n}\right)$ converges to $c$, but $\left(f\left(s_{n}\right)\right)$ is divergent.
2. Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Mark each statement True or False. Justify each answer.
(a) For any polynomial $P$ and any $c \in \mathbb{R}, \lim _{x \rightarrow c} P(x)=P(c)$.
(b) For any polynomials $P$ and $Q$ and any $c \in \mathbb{R}$,

$$
\lim _{x \rightarrow c} \frac{P(x)}{Q(x)}=\frac{P(c)}{Q(c)}
$$

(c) In evaluating $\lim _{x \rightarrow a-} f(x)$ we only consider points $x$ that are greater than $a$.
(d) If $f$ is defined in a deleted neighborhood of $c$, then $\lim _{x \rightarrow c} f(x)=L$ iff $\lim _{x \rightarrow c+} f(x)=\lim _{x \rightarrow c-} f(x)=L$.
3. Determine the following limits. is
(a) $\lim _{x \rightarrow 1} \frac{3 x^{2}+5}{x^{3}+1}$
(b) $\lim _{x \rightarrow 1} \frac{x^{2}+3 x-4}{x^{2}-1}$
(c) $\lim _{x \rightarrow 1} \frac{\sqrt{x}-1}{x-1}$
(d) $\lim _{x \rightarrow 0} \frac{x^{2}+4 x}{x^{2}-2 x}$
(e) $\lim _{x \rightarrow 0} \frac{x^{2}+5 x}{x^{2}-2}$
(f) $\lim _{x \rightarrow 0} \frac{\sqrt{4+x}-2}{x}$
(g) $\lim _{x \rightarrow 0-} \frac{4 x}{|x|}$
(h) $\lim _{x \rightarrow 1+} \frac{x^{2}-1}{|x-1|}$
4. Find a $\delta>0$ so that $|x-2|<\delta$ implies that $\left|x^{2}+2 x-18\right|<1 / 4$.
5. Find a $\delta>0$ so that $|x+2|<\delta$ implies that $\left|x^{2}-3 x-10\right|<1 / 3$. 公
6. Use Definition 1.1 to prove each limit.
(a) $\lim _{x \rightarrow 3}\left(x^{2}-5 x+1\right)=-5$
(b) $\lim _{x \rightarrow-3}\left(x^{2}+3 x+8\right)=8$
(c) $\lim _{x \rightarrow 2} x^{3}=8$
7. Find the following limits and prove your answers.
(a) $\lim _{x \rightarrow 0}|x|$
(b) $\lim _{x \rightarrow 0} x^{2} /|x|$
(c) $\lim _{x \rightarrow c} \sqrt{x}$, where $c \geq 0$. is
8. Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Suppose that $\lim _{x \rightarrow c}$ $f(x)=L$.
(a) Prove that $\lim _{x \rightarrow c}|f(x)|=|L|$.
(b) If $f(x) \geq 0$ for all $x \in D$, prove that $\lim _{x \rightarrow c} \sqrt{f(x)}=\sqrt{L}$.
9. Determine whether or not the following limits exist. Justify your answers. is
(a) $\lim _{x \rightarrow 0+} \frac{1}{x}$
(b) $\lim _{x \rightarrow 0+}\left|\sin \frac{1}{x}\right|$
(c) $\lim _{x \rightarrow 0+} x \sin \frac{1}{x}$
10. Prove Corollary 1.9
(a) by using Definition 1.1.
(b) by using Theorem 1.8 and the "Limit of a Sequence" theorem "If a sequence converges, its limit is unique.".
11. Prove Theorem 1.10. is
12. Finish the proof of Theorem 1.13.
13. Let $f, g$, and $h$ be functions from $D$ into $\mathbb{R}$, and let $c$ be an accumulation point of $D$. Suppose that $f(x) \leq g(x) \leq h(x)$, for all $x \in D$ with $x \neq c$, and suppose $\lim _{x \rightarrow c} f(x)=\lim _{x \rightarrow c} h(x)=L$. Prove that $\lim _{x \rightarrow c} g(x)=L$. 刘
14. Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Suppose that $a \leq f(x) \leq b$ for all $x \in D$ with $x \neq c$, and suppose that $\lim _{x \rightarrow c} f(x)=L$. Prove that $a \leq L \leq b$.
15. Let $f$ and $g$ be functions from $D$ into $\mathbb{R}$ and let $c$ be an accumulation point of $D$. Suppose that there exist a neighborhood $U$ of $c$ and a real number $M$ such that $|g(x)| \leq M$ for all $x \in U \cap D$. If $\lim _{x \rightarrow c} f(x)=0$, prove that $\lim _{x \rightarrow c}(f g)(x)=0$. मे
*16. Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Suppose that $\lim _{x \rightarrow c} f(x)>0$. Prove that there exists a deleted neighborhood $U$ of $c$ such that $f(x)>0$ for all $x \in U \cap D$.
17. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=x$ if $x$ is rational and $f(x)=0$ if $x$ is irrational. Prove that $f$ has a limit at $c$ iff $c=0$. is
*18. Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Suppose that $f$ has a limit at $c$. Prove that $f$ is bounded on a neighborhood of $c$. That is, prove that there exist a neighborhood $U$ of $c$ and a real number $M$ such that $|f(x)| \leq$ $M$ for all $x \in U \cap D$.
*19. Suppose that $f: \mathbb{R} \rightarrow \mathbb{R}$ is a function such that $f(x+y)=f(x)+f(y)$ for all $x, y \in \mathbb{R}$. Prove that $f$ has a limit at 0 iff $f$ has a limit at every point $c$ in $\mathbb{R}$. $\begin{array}{r}\text { s }\end{array}$
20. Let $f$ be a function defined on a deleted neighborhood of a point $c$. Prove that $\lim _{x \rightarrow c} f(x)=L$ iff $\lim _{x \rightarrow c+} f(x)=L$ and $\lim _{x \rightarrow c-} f(x)=L$.
21. Suppose functions $f$ and $g$ are defined on a deleted neighborhood of $c$. Prove that if $\lim _{x \rightarrow c} f(x)=L>0$ and $\lim _{x \rightarrow c} g(x)=\infty$, then $\lim _{x \rightarrow c}(f g)(x)=\infty$.

## Section 2 CONTINUOUS FUNCTIONS

In the preceding section we saw that the limit of a function $f$ at a point $c$ is independent of the nature of the function at $c$. It may be that $f(c)$ does not exist, and even if it does exist it may differ from the value of the limit. When it happens that the limit of $f$ at $c$ is equal to $f(c)$, the function is said to be continuous at $c$.

In this section we give a precise " $\varepsilon-\delta$ " definition of continuity and then show its relationship to limits, sequences, and neighborhoods. [The $\varepsilon-\delta$ definition is illustrated in Figure 1(a), and the neighborhood characterization is shown in Figure 1(b).] We also show that algebraic combinations of continuous functions are continuous. As usual, the functions will all be defined on a nonempty subset $D$ of $\mathbb{R}$.
2.1 DEFINITION Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. We say that $f$ is continuous at $c$ if
for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-f(c)|<\varepsilon$ whenever $|x-c|<\delta$ and $x \in D$.
If $f$ is continuous at each point of a subset $S$ of $D$, then $f$ is said to be continuous on $S$. If $f$ is continuous on its domain $D$, then $f$ is said to be a continuous function.


Figure 1 Continuity of $f$ at $c$

Notice that the definition of continuity at a point $c$ requires $c$ to be in $D$, but it does not require $c$ to be an accumulation point of $D$. Thus the notion of continuity is slightly more general in application than the notion of a limit. Actually, the difference is not as significant as it might seem, since if $c$ is an isolated point of $D$, then $f$ is automatically continuous at $c$. (Recall that a point of $D$ that is not an accumulation point of $D$ is called an isolated point of $D$.$) Indeed, if c$ is an isolated point of $D$, then there exists a $\delta>0$ such that, if $|x-c|<\delta$ and $x \in D$, then $x=c$. Thus whenever $|x-c|<\delta$ and $x \in D$, we have

$$
|f(x)-f(c)|=0<\varepsilon
$$

for all $\varepsilon>0$. Hence $f$ is continuous at $c$.
2.2 THEOREM Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. Then the following three conditions are equivalent:
(a) $f$ is continuous at $c$.
(b) If $\left(x_{n}\right)$ is any sequence in $D$ such that $\left(x_{n}\right)$ converges to $c$, then $\lim _{n \rightarrow \infty} f\left(x_{n}\right)=f(c)$.
(c) For every neighborhood $V$ of $f(c)$ there exists a neighborhood $U$ of $c$ such that $f(U \cap D) \subseteq V$.
Furthermore, if $c$ is an accumulation point of $D$, then the above are all equivalent to
(d) $f$ has a limit at $c$ and $\lim _{x \rightarrow c} f(x)=f(c)$.

Proof: Suppose first that $c$ is an isolated point of $D$. Then there exists a neighborhood $U$ of $c$ such that $U \cap D=\{c\}$. It follows that, for any neighborhood $V$ of $f(c), f(U \cap D)=\{f(c)\} \subseteq V$. Thus (c) always holds. Similarly, if $\left(x_{n}\right)$ is a sequence in $D$ converging to $c$, then $x_{n} \in U$ for all $n$ greater than some $M$. But this implies that $x_{n}=c$ for $n>M$, so $\lim _{n \rightarrow \infty}$ $f\left(x_{n}\right)=f(c)$. Thus (b) also holds. We have already observed that (a) applies, so (a), (b), and (c) are all equivalent.

Now suppose that $c$ is an accumulation point of $D$. Then (a) $\Leftrightarrow$ (d) is Definition 1.1, (d) $\Leftrightarrow$ (c) is Theorem 1.2, and (d) $\Leftrightarrow$ (b) is essentially Theorem 1.8.
2.3 EXAMPLE Let $p$ be a polynomial. We observed in Example 1.14 that, for any $c \in \mathbb{R}$, $\lim _{x \rightarrow c} p(x)=p(c)$. It follows that $p$ is continuous on $\mathbb{R}$.
2.4 PRACTICE Illustrate the preceding example by using the limit formulas in Theorem 1.13 to show that for any $c \in \mathbb{R}$ the polynomial $p(x)=3 x^{2}-2 x+5$ is continuous at $c$.
2.5 EXAMPLE Let $f(x)=x \sin (1 / x)$ for $x \neq 0$ and $f(0)=0$. From the graph in Figure 2 it appears that $f$ may be continuous at 0 . Let us prove that it actually is. Since

$$
|f(x)-f(0)|=\left|x \sin \frac{1}{x}\right| \leq|x|, \quad \text { for all } x
$$

given $\varepsilon>0$ we may let $\delta=\varepsilon$. Then when $|x-0|<\delta$ we have $|f(x)-f(0)| \leq$ $|x|<\delta=\varepsilon$. Hence $f$ is continuous at 0 . We shall return to this example later to see that $f$ is continuous on $\mathbb{R}$.


Figure $2 f(x)=x \sin (1 / x)$ for $x \neq 0$ and $f(0)=0$

By taking the negation of (a) and (b) in Theorem 2.2, we obtain the following useful characterization of discontinuity.
2.6 THEOREM Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. Then $f$ is discontinuous at $c$ iff there exists a sequence $\left(x_{n}\right)$ in $D$ such that $\left(x_{n}\right)$ converges to $c$ but the sequence $\left(f\left(x_{n}\right)\right)$ does not converge to $f(c)$.
2.7 EXAMPLE Let $D=(-\infty, 0) \cup(0, \infty)$ and let $f(x)=1 / x$ for $x \in D$. Since $\lim _{x \rightarrow c} 1 / x=$ $1 / c$ for all $c \in D$ by Theorem 1.13, $f$ is continuous on $D$. But $f$ is not continuous on $\mathbb{R}$ for two reasons. In the first place, $f$ is not defined at 0 so it cannot possibly be continuous there. In the second place, even if we were to define $f(0)=k$ for some $k \in \mathbb{R}$ (as we did in Example 2.5), then $f$ would still not be continuous at 0 . Indeed, since $1 / n \rightarrow 0$ and $\lim f(1 / n)=+\infty$, the sequence $(f(1 / n))$ is not convergent. Thus there is no way to define $f$ at 0 to make it continuous there.
2.8 EXAMPLE To obtain a function that is discontinuous at every real number, we let $f: \mathbb{R} \rightarrow \mathbb{R}$ be the Dirichlet function defined by

$$
f(x)= \begin{cases}1, & \text { if } x \text { is rational } \\ 0, & \text { if } x \text { is irrational }\end{cases}
$$

If $c \in \mathbb{R}$, then every neighborhood of $c$ contains rational points at which $f(x)=1$ and also irrational points at which $f(x)=0$. Thus $\lim _{x \rightarrow c} f(x)$ cannot possibly exist. Hence $f$ is discontinuous at each $c \in \mathbb{R}$.
2.9 EXAMPLE For a more exotic example, we modify the Dirichlet function as follows. Define $f:(0,1) \rightarrow \mathbb{R}$ by

$$
f(x)= \begin{cases}\frac{1}{n}, & \text { if } x=\frac{m}{n} \text { is rational in lowest terms } \\ 0, & \text { if } x \text { is irrational. }\end{cases}
$$

For example, $f\left(\frac{1}{3}\right)=f\left(\frac{2}{3}\right)=\frac{1}{3}, f\left(\frac{3}{5}\right)=\frac{1}{5}, \quad f(\sqrt{2} / 5)=0$, and so on. (See Figure 3.) We claim that $f$ is continuous at each irrational number in $(0,1)$ and discontinuous at each rational in $(0,1)$.

Suppose that $c$ is a rational number in $(0,1)$. Let $\left(x_{n}\right)$ be a sequence of irrationals in $(0,1)$ that converges to $c$. Then $f\left(x_{n}\right)=0$ for all $n$, so $\lim f\left(x_{n}\right)$ $=0$. But $f(c)>0$ since $c$ is rational. Thus $\lim f\left(x_{n}\right) \neq f(c)$ and $f$ is discontinuous at $c$.

On the other hand, suppose that $d$ is an irrational number in $(0,1)$ so that $f(d)=0$. Given any $\varepsilon>0$, by the Archimedean property there exists $k \in \mathbb{N}$ such that $1 / k<\varepsilon$. Now there are only a finite number
of rationals in $(0,1)$ whose denominators are less than $k$. Thus there exists a $\delta>0$ such that all the rationals in $(d-\delta, d+\delta)$ have a denominator (in lowest terms) greater than or equal to $k$. It follows that if $x \in(0,1)$ and $|x-d|<\delta$, then $|f(x)-f(d)|=|f(x)| \leq 1 / k<\varepsilon$. Hence $f$ is continuous at $d$.


Figure 3 Part of the modified Dirichlet function
Since continuity can be described in terms of limits, and limits are preserved under algebraic operations, our next theorem should come as no surprise.
2.10 THEOREM Let $f$ and $g$ be functions from $D$ to $\mathbb{R}$, and let $c \in D$. Suppose that $f$ and $g$ are continuous at $c$. Then
(a) $f+g$ and $f g$ are continuous at $c$, and
(b) $f / g$ is continuous at $c$ if $g(c) \neq 0$.

Proof: Let $\left(x_{n}\right)$ be a sequence in $D$ converging to $c$. To show that $f+g$ is continuous at $c$ it suffices by Theorem 2.2 to show that $\lim (f+g)\left(x_{n}\right)$ $=(f+g)(c)$. From Definition 1.12 and the theorem "Suppose that $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are convergent sequences with $\lim s_{n}=s$ and $\lim t_{n}=t$. Then
(a) $\lim \left(s_{n}+t_{n}\right)=s+t$.
(b) $\lim \left(k s_{n}\right)=k s$ and $\lim \left(k+s_{n}\right)=k+s$, for any $k \in \mathbb{R}$.
(c) $\lim \left(s_{n} t_{n}\right)=s t$.
(d) $\lim \left(s_{n} / t_{n}\right)=s / t$, provided that $t_{n} \neq 0$ for all $n$ and $t \neq 0$." we have

$$
\begin{aligned}
\lim (f+g)\left(x_{n}\right) & =\lim \left[f\left(x_{n}\right)+g\left(x_{n}\right)\right] \\
& =\lim f\left(x_{n}\right)+\lim g\left(x_{n}\right) \\
& =f(c)+g(c)=(f+g)(c) .
\end{aligned}
$$

The proofs for the product and quotient are similar, the only difference being that for $f / g$ we have to choose the sequence $\left(x_{n}\right)$ so that $g\left(x_{n}\right) \neq 0$ for all $n$. Recall that the quotient is defined only at those points $x \in D$ for which $g(x) \neq 0$.
2.11 EXAMPLE Let $f$ and $g$ be functions from $D$ to $\mathbb{R}$ and define the functions $\max (f, g)$ and $\min (f, g)$ from $D$ to $\mathbb{R}$ by

$$
\begin{aligned}
\max (f, g)(x) & =\max \{f(x), g(x)\}, \\
\min (f, g)(x) & =\min \{f(x), g(x)\} .
\end{aligned}
$$

In Exercise 11 you are asked to show that

$$
\max (f, g)=\frac{1}{2}(f+g)+\frac{1}{2}|f-g|,
$$

and

$$
\min (f, g)=\frac{1}{2}(f+g)-\frac{1}{2}|f-g| .
$$

In Exercise 10 you are asked to show that $|f|$ is continuous wherever $f$ is continuous. Using these results and Theorem 2.10, we conclude that $\max (f, g)$ and $\min (f, g)$ are continuous wherever $f$ and $g$ are both continuous.

The next theorem shows that the composition of two continuous functions is continuous. The proof is particularly easy when written using the terminology of neighborhoods. (See Figure 4.)
2.12 THEOREM Let $f: D \rightarrow \mathbb{R}$ and $g: E \rightarrow \mathbb{R}$ be functions such that $f(D) \subseteq E$. If $f$ is continuous at a point $c \in D$ and $g$ is continuous at $f(c)$, then the composition $g \circ f: D \rightarrow \mathbb{R}$ is continuous at $c$.

Proof: Let $W$ be any neighborhood of $(g \circ f)(c)=g(f(c))$. Since $g$ is continuous at $f(c)$, there exists a neighborhood $V$ of $f(c)$ such that $g(V \cap E) \subseteq W$. Since $f$ is continuous at $c$, there exists a neighborhood $U$ of $c$ such that $f(U \cap D) \subseteq V$. Since $f(D) \subseteq E$, we have $f(U \cap D) \subseteq$ $(V \cap E)$. It follows that $g(f(U \cap D)) \subseteq W$, so $g \circ f$ is continuous at $c$ by Theorem 2.2.


Figure 4 Composition of continuous functions
2.13 EXAMPLE Let $g(x)=\sin x, h(x)=1 / x$, and $i(x)=x$. Then for all $x \neq 0$ we have

$$
x \sin \frac{1}{x}=[(i)(g \circ h)](x) .
$$

If we assume that $\sin x$ is continuous for all $x$, then using Theorems 2.10 and 2.12 we conclude that $x \sin (1 / x)$ is continuous for all $x \neq 0$. It follows from Example 2.5 that the function $f$ defined by $f(x)=x \sin (1 / x)$ for $x \neq 0$ and $f(0)=0$ is continuous on $\mathbb{R}$.

For our final theorem in this section we show how continuity is related to the pre-image of open sets in the range of the function. This characterization of continuity is useful not only with real-valued functions (cf. Theorem 3.2), but also in more general settings (cf. Theorem 5.9).
2.14 THEOREM A function $f: D \rightarrow \mathbb{R}$ is continuous on $D$ iff for every open set $G$ in $\mathbb{R}$ there exists an open set $H$ in $\mathbb{R}$ such that $H \cap D=f^{-1}(G)$.

Proof: Suppose $f$ is continuous on $D$ and let $G$ be an open subset of $\mathbb{R}$. If $c \in f^{-1}(G)$, then $f(c) \in G$, and since $G$ is open, there exists a neighborhood $V$ of $f(c)$ such that $V \subseteq G$. By Theorem 2.2(c), there exists a neighborhood $U(c)$ of $c$ such that $f(U(c) \cap D) \subseteq V$. Now let

$$
H=\bigcup_{c \in f^{-1}(G)} U(c) .
$$

Since each neighborhood $U(c)$ is open, it follows that $H$ is open, and we have $H \cap D=f^{-1}(G)$. (See Exercise 15.)

Conversely, if $c \in D$, let $V$ be a neighborhood of $f(c)$. Since $V$ is an open set, our hypotheses imply there exists an open set $H$ in $\mathbb{R}$ such that $H \cap D=f^{-1}(V)$. Since $f(c) \in V$, we have $c \in H$. But $H$ is an open set, so there exists a neighborhood $U$ of $c$ such that $U \subseteq H$. It follows that $f(U \cap D) \subseteq f(H \cap D) \subseteq V$, and $f$ is continuous on $D$ by Theorem 2.2.

In the case where the domain of $f$ is all of $\mathbb{R}$, the previous theorem may be written more concisely.
2.15 COROLLARY A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous iff $f^{-1}(G)$ is open in $\mathbb{R}$ whenever $G$ is open in $\mathbb{R}$.
2.16 EXAMPLE To see how a discontinuous function might fail to have the pre-image of an open set be open, consider the following. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
f(x)= \begin{cases}x & \text { if } x \leq 2 \\ 4 & \text { if } x>2\end{cases}
$$

If $G=(1,3)$, then $f^{-1}(G)=(1,2]$. (See Figure 5.)


Figure 5 Set $G$ is open, but $f^{-1}(G)$ is not open.

## Review of Key Terms in Section 2

Continuous at $c$
Continuous on $S$
Continuous function

## ANSWERS TO PRACTICE PROBLEMS

2.4 Suppose that $x_{n} \rightarrow c$. Then by Theorem 1.13 we have

$$
\begin{aligned}
\lim p\left(x_{n}\right) & =\lim \left[3 x_{n}^{2}+2 x_{n}+5\right] \\
& =3\left[\lim x_{n}\right]^{2}-2\left[\lim x_{n}\right]+5 \\
& =3 c^{2}-2 c+5=p(c) .
\end{aligned}
$$

Thus, by Theorem 2.2, $p$ is continuous at $c$.

## 2 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with $\hat{\psi}$ have hints or solutions in the back of the chapter.

1. Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. Mark each statement True or False. Justify each answer.
(a) $f$ is continuous at $c$ iff for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-f(c)|<\varepsilon$ whenever $|x-c|<\delta$ and $x \in D$.
(b) If $f(D)$ is a bounded set, then $f$ is continuous on $D$.
(c) If $c$ is an isolated point of $D$, then $f$ is continuous at $c$.
(d) If $f$ is continuous at $c$ and $\left(x_{n}\right)$ is a sequence in $D$, then $x_{n} \rightarrow c$ whenever $f\left(x_{n}\right) \rightarrow f(c)$.
(e) If $f$ is continuous at $c$, then for every neighborhood $V$ of $f(c)$ there exists a neighborhood $U$ of $c$ such that $f(U \cap D)=V$.
2. Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. Mark each statement True or False. Justify each answer.
(a) If $f$ is continuous at $c$ and $c$ is an accumulation point of $D$, then $\lim _{x \rightarrow c} f(x)=f(c)$.
(b) Every polynomial is continuous at each point in $\mathbb{R}$.
(c) If $\left(x_{n}\right)$ is a Cauchy sequence in $D$, then $\left(f\left(x_{n}\right)\right)$ is convergent.
(d) If $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous at each irrational number, then $f$ is continuous on $\mathbb{R}$.
(e) If $f: \mathbb{R} \rightarrow \mathbb{R}$ and $g: \mathbb{R} \rightarrow \mathbb{R}$ are both continuous (on $\mathbb{R}$ ), then $f \circ g$ and $g \circ f$ are both continuous on $\mathbb{R}$.
3. Let $f(x)=\left(x^{2}+4 x-21\right) /(x-3)$ for $x \neq 3$. How should $f(3)$ be defined so that $f$ will be continuous at 3 ? $\lambda$
4. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=x^{2}+3 x-5$. Use Definition 2.1 to prove that $f$ is continuous at 3 .
5. Find an example of a function $f: \mathbb{R} \rightarrow \mathbb{R}$ that is continuous at exactly one point. is
6. Prove or give a counterexample for each statement.
(a) If $f$ is continuous on $D$ and $k \in \mathbb{R}$, then $k f$ is continuous on $D$.
(b) If $f$ and $f+g$ are continuous on $D$, then $g$ is continuous on $D$.
(c) If $f$ and $f g$ are continuous on $D$, then $g$ is continuous on $D$.
(d) If $f^{2}$ is continuous on $D$, then $f$ is continuous on $D$.
(e) If $f$ is continuous on $D$ and $D$ is bounded, then $f(D)$ is bounded.
(f) If $f$ and $g$ are not continuous on $D$, then $f+g$ is not continuous on $D$.
(g) If $f$ and $g$ are not continuous on $D$, then $f g$ is not continuous on $D$.
(h) If $f: D \rightarrow E$ and $g: E \rightarrow F$ are not continuous on $D$ and $E$, respectively, then $g \circ f: D \rightarrow F$ is not continuous on $D$.
7. Prove or give a counterexample: Every sequence of real numbers is a continuous function. it
8. Consider the formula

$$
f(x)=\lim _{n \rightarrow \infty} \frac{x^{n}}{1+x^{n}} .
$$

Let $D=\{x: f(x) \in \mathbb{R}\}$. Calculate $f(x)$ for all $x \in D$ and determine where $f: D \rightarrow \mathbb{R}$ is continuous.
9. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=5 x$ if $x$ is rational and $f(x)=x^{2}+6$ if $x$ is irrational. Prove that $f$ is discontinuous at 1 and continuous at 2. Are there any other points besides 2 at which $f$ is continuous? it
*10. (a) Let $f: D \rightarrow \mathbb{R}$ and define $|f|: D \rightarrow \mathbb{R}$ by $|f|(x)=|f(x)|$. Suppose that $f$ is continuous at $c \in D$. Prove that $|f|$ is continuous at $c$.
(b) If $|f|$ is continuous at $c$, does it follow that $f$ is continuous at $c$ ? Justify your answer.
*11. Define $\max (f, g)$ and $\min (f, g)$ as in Example 2.11. Show that $\max (f, g)=\frac{1}{2}(f+g)+\frac{1}{2}|f-g|$ and $\min (f, g)=\frac{1}{2}(f+g)-\frac{1}{2}|f-g| . \hat{*}$
12. Let $f: D \rightarrow \mathbb{R}$ and suppose that $f(x) \geq 0$ for all $x \in D$. Define $\sqrt{f}: D \rightarrow \mathbb{R}$ by $\sqrt{f}(x)=\sqrt{f(x)}$. If $f$ is continuous at $c \in D$, prove that $\sqrt{f}$ is continuous at $c$.
*13. Let $f: D \rightarrow \mathbb{R}$ be continuous at $c \in D$ and suppose that $f(c)>0$. Prove that there exists an $\alpha>0$ and a neighborhood $U$ of $c$ such that $f(x)>\alpha$ for all $x \in U \cap D$. $\dot{\forall}$
14. Let $f: D \rightarrow \mathbb{R}$ be continuous at $c \in D$. Prove that there exists an $M>0$ and a neighborhood $U$ of $c$ such that $|f(x)| \leq M$ for all $x \in U \cap D$.
15. Complete the proof of Theorem 2.14 by showing that $H \cap D=f^{-1}(G)$.
*16. Let $f: \mathbb{R} \rightarrow \mathbb{R}$. Prove that $f$ is continuous on $\mathbb{R}$ iff $f^{-1}(H)$ is a closed set whenever $H$ is a closed set.
17. Suppose that $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function such that $f(x+y)=$ $f(x)+f(y)$ for all $x, y \in \mathbb{R}$. Prove that there exists $k \in \mathbb{R}$ such that $f(x)=k x$, for every $x \in \mathbb{R}$. $\begin{array}{r} \\ \boldsymbol{z}\end{array}$
18. Suppose that $f:(a, b) \rightarrow \mathbb{R}$ is continuous and that $f(r)=0$ for every rational number $r \in(a, b)$. Prove that $f(x)=0$ for all $x \in(a, b)$.
19. Suppose $1 \leq c \leq \sqrt[3]{3}$ and define a sequence $\left(s_{n}\right)$ recursively by $s_{1}=c$ and $s_{n+1}=c^{S_{n}}$ for all $n \in \mathbb{N}$.
(a) Prove that $\left(s_{n}\right)$ is an increasing sequence.
(b) Prove that $\left(s_{n}\right)$ is bounded above.
(c) Prove that $\left(s_{n}\right)$ converges to a number $b$ such that $b=c^{b}$.
(d) Find the value of the continued power $\sqrt{2}^{\sqrt{2}^{\sqrt{2} \cdot} \text {. }}$.

## Section 3 PROPERTIES OF CONTINUOUS FUNCTIONS

In this section we develop a number of the important properties of continuous functions. One of these, the intermediate value property, is probably familiar to the reader from calculus, where it is usually presented without proof. Once again, we shall consider functions whose domain $D$ is a nonempty subset of $\mathbb{R}$.

A function $f: D \rightarrow \mathbb{R}$ is said to be bounded if its range $f(D)$ is a bounded subset of $\mathbb{R}$. That is, $f$ is bounded if there exists $M \in \mathbb{R}$ such that $|f(x)| \leq M$ for all $x \in D$. Unfortunately, a continuous function may not be bounded even when its domain is bounded.
3.1 PRACTICE Let $D=(0,1)$. Find a continuous function that is not bounded on $D$.

If it happens, however, that the domain of a continuous function is both closed and bounded, then the function will be bounded. In fact, we can prove the following stronger result. From the Heine-Borel theorem we know that a subset of $\mathbb{R}$ is compact iff it is closed and bounded. The open-cover property of compact sets will be particularly useful in proving the theorem.
3.2 THEOREM Let $D$ be a compact subset of $\mathbb{R}$ and suppose that $f: D \rightarrow \mathbb{R}$ is continuous. Then $f(D)$ is compact.

Proof: Let $\mathscr{G}\left\{\left\{G_{\alpha}\right\}\right.$ be an open cover of $f(D)$. We will show that $\mathscr{G}$ has a finite subcover. Since $f$ is continuous on $D$, Theorem 2.14 implies that for each open set $G_{\alpha}$ in $\mathscr{G}$, there is an open set $H_{\alpha}$ such that $H_{\alpha} \cap D=f^{-}$ ${ }^{1}\left(G_{\alpha}\right)$. Furthermore, since $f(D) \subseteq \cup G_{\alpha}$, it follows that

$$
D \subseteq \bigcup f^{-1}\left(G_{\alpha}\right) \subseteq \cup H_{\alpha}
$$

Thus the collection $\left\{H_{\alpha}\right\}$ is an open cover of the set $D$. Since $D$ is compact, there exist finitely many sets $H_{\alpha_{1}}, \ldots, H_{\alpha_{n}}$ such that

$$
D \subseteq H_{\alpha_{1}} \cup \cdots \cup H_{\alpha_{n}}
$$

But then

$$
D \subseteq\left(H_{\alpha_{1}} \cap D\right) \cup \cdots \cup\left(H_{\alpha_{n}} \cap D\right)
$$

and

$$
f(D) \subseteq G_{\alpha_{1}} \cup \cdots \cup G_{\alpha_{n}}
$$

Thus $\left\{G_{\alpha_{1}}, \ldots, G_{\alpha_{n}}\right\}$ is a finite subcover of $\mathscr{G}$ for $f(D)$ and $f(D)$ is compact.
3.3 COROLLARY Let $D$ be a compact subset of $\mathbb{R}$ and suppose that $f: D \rightarrow \mathbb{R}$ is continuous. Then $f$ assumes minimum and maximum values on $D$. That is, there exist points $x_{1}$ and $x_{2}$ in $D$ such that $f\left(x_{1}\right) \leq f(x) \leq f\left(x_{2}\right)$ for all $x \in D$.

Proof: We know from Theorem 3.2 that $f(D)$ is compact. Thus $f(D)$ has both a minimum, say $y_{1}$, and a maximum, say $y_{2}$. Since $y_{1}, y_{2} \in$ $f(D)$, there exist $x_{1}, x_{2} \in D$ such that $f\left(x_{1}\right)=y_{1}$ and $f\left(x_{2}\right)=y_{2}$. It follows that $f\left(x_{1}\right) \leq f(x) \leq f\left(x_{2}\right)$ for all $x \in D$.

To apply Corollary 3.3, it is necessary that $D$ be both closed and bounded. For example, the identity function on the unbounded set $[0, \infty)$ is continuous, but it certainly does not assume a maximum value. If $D$ is not closed, then $f$ may not attain its supremum and infimum on $D$ even if $f(D)$ is bounded.
3.4 PRACTICE Let $D=(0,1)$. Find a continuous function $f: D \rightarrow \mathbb{R}$ such that $f$ is bounded on $D$ but does not assume max and min values on $D$.

While the previous results apply to the continuous image of any compact subset of $\mathbb{R}$, if we require $D$ to be a compact interval, then we obtain the following additional properties.
3.5 LEMMA Let $f:[a, b] \rightarrow \mathbb{R}$ be continuous and suppose that $f(a)<0<f(b)$. Then there exists a point $c$ in $(a, b)$ such that $f(c)=0$.

Proof: Our strategy is to let $c$ be the largest $x$ for which $f(x) \leq 0$. More precisely, let $S=\{x \in[a, b]: f(x) \leq 0\}$. Since $a \in S, S$ is nonempty. Clearly $S$ is bounded above by $b$, and so $c=\sup S$ exists as a real number in $[a, b]$. We claim that $f(c)=0$. Indeed, suppose that $f(c)<0$. Then there exists a neighborhood $U$ of $c$ such that $f(x)<0$ for all $x \in$ $U \cap[a, b]$. (See Exercise 2.13.) Now $c \neq b$ since $f(c)<0<f(b)$. Thus $U$ contains a point $p$ such that $c<p<b$. But $f(p)<0$ since $p \in U$, so $p \in$ $S$. This contradicts $c$ being an upper bound for $S$. (See Figure 1.)


The case where $f(c)<0$ contradicts $c$ being an upper bound for $S$.


The case where $f(c)>0$ contradicts $c$ being the least upper bound for $S$.

Figure 1 Showing $f(c)=0$

Similarly, if $f(c)>0$, then there exists a neighborhood $U$ of $c$ such that $f(x)>0$ for all $x \in U \cap[a, b]$. Now $c \neq a$ since $f(a)<0<f(c)$. Thus $U$ contains a point $p$ with $a<p<c$. Since $f(x)>0$ for all $x$ in $U$, no points of $S$ are in $[p, c]$. This implies that $p$ is an upper bound for $S$ and contradicts $c$ being the least upper bound for $S$. We conclude that $f(c)=0$, as desired. Finally, since $f(a)<0<f(b)$ and $f(c)=0$, it must be that $c \in(a, b)$.
3.6 THEOREM (Intermediate Value Theorem) Suppose that $f:[a, b] \rightarrow \mathbb{R}$ is continuous. Then $f$ has the intermediate value property on $[a, b]$. That is, if $k$ is any value between $f(a)$ and $f(b)$ [i.e., $f(a)<k<f(b)$ or $f(b)<k<f(a)$ ], then there exists $c \in(a, b)$ such that $f(c)=k$.

Proof: Let $k$ be any number between $f(a)$ and $f(b)$. If $f(a)<f(b)$, then apply Lemma 3.5 to the continuous function $g:[a, b] \rightarrow \mathbb{R}$ given by $g(x)$ $=f(x)-k$. Then $g(a)=f(a)-k<0$ and $g(b)=f(b)-k>0$. Thus there exists $c \in(a, b)$ such that $g(c)=f(c)-k=0$. If $f(a)>f(b)$, a similar argument applies to the function $g(x)=k-f(x)$.

The idea behind the intermediate value theorem is very simple. It says that the graph of $f$ must cross any horizontal line between $y=f(a)$ and $y=$ $f(b)$. (See Figure 2.) Intuitively, if the graph of $f$ is below $y=k$ at $a$ and above $y=k$ at $b$, then for $f$ to be continuous on $[a, b]$, it must cross $y=k$ somewhere in between. Thus the graph of a continuous function can have no "jumps."


Figure 2 The intermediate value theorem
3.7 EXAMPLE Using the intermediate value theorem, we can show that every positive number has a positive $n$th root. Suppose that $k>0$ and $n \in \mathbb{N}$. Let $f(x)=x^{n}$. Then $f(0)=0<k$. Furthermore, if $b=k+1$, then

$$
b^{n}=(1+k)^{n} \geq 1+k n>k
$$

by Bernoulli's inequality. Thus $f(b)>k$. Since $f$ is continuous, we conclude that there exists $c \in(0, b)$ such that $f(c)=k$. Thus $c^{n}=k$ and $c$ is an $n$th root of $k$.
3.8 EXAMPLE The intermediate value theorem is really a very powerful result that can be useful in a variety of settings. To illustrate this diversity, let $C$ be any bounded closed subset of the plane. (For a subset of the plane to be bounded it must be contained in some circle. For it to be closed it must include all the points that are, roughly speaking, on its "edges.") We claim that there is a square $S$ that circumscribes $C$. That is, $C \subseteq S$ and each side of $S$ intersects $C$. Although the details of the proof are beyond our reach, the idea of the proof is as follows. Given any $\theta \in[0,2 \pi]$, let $r$ be a ray from the origin having angle $\theta$ with the positive $x$-axis, as in Figure 3. This ray determines a unique circumscribing rectangle whose sides are parallel and perpendicular to $r$. Let $A(\theta)$ be the length of the sides parallel to $r$ and let $B(\theta)$ be the length of the sides perpendicular to $r$. Define $f:[0,2 \pi] \rightarrow \mathbb{R}$ by $f(\theta)=A(\theta)-B(\theta)$.


Figure 3 A circumscribing rectangle
If for some particular $\theta$ the circumscribing rectangle is not a square, then $A(\theta) \neq B(\theta)$, and let us suppose that we have $f(\theta)=A(\theta)-B(\theta)>0$. If we replace the angle by $\theta+\pi / 2$, then the circumscribing rectangle is unchanged except the labeling of its sides is reversed. That is,

$$
A\left(\theta+\frac{\pi}{2}\right)=B(\theta) \text { and } B\left(\theta+\frac{\pi}{2}\right)=A(\theta)
$$

Thus $f(\theta+\pi / 2)<0$. Now it is reasonable to assume (and not too difficult to verify) that $f$ is a continuous function on $[0,2 \pi]$. (A small change in angle will produce a small change in the lengths of the sides.) Thus by the intermediate value theorem there must be some angle $\theta_{0}$ between $\theta$ and $\theta+\pi / 2$ such that $f\left(\theta_{0}\right)=0$. But then $A\left(\theta_{0}\right)=B\left(\theta_{0}\right)$ and the circumscribing rectangle for this angle is a square.
3.9 PRACTICE Assuming that $\cos x$ is a continuous function, prove that $x=\cos x$ for some $x$ in $(0, \pi / 2)$.

We conclude this section with a theorem that combines two earlier results. Further properties of continuous functions are included in the exercises.
3.10 THEOREM Let $I$ be a compact interval and suppose that $f: I \rightarrow \mathbb{R}$ is a continuous function. Then the set $f(I)$ is a compact interval.

Proof: Corollary 3.3 implies that there exist $x_{1}$ and $x_{2}$ in $I$ such that $f\left(x_{1}\right)$ $\leq f(x) \leq f\left(x_{2}\right)$ for all $x \in I$. Let $m_{1}=f\left(x_{1}\right)$ and $m_{2}=f\left(x_{2}\right)$. Then $f(I) \subseteq$ [ $m_{1}, m_{2}$ ]. If $m_{1}=m_{2}$, then $f(I)=\left\{m_{1}\right\}=\left[m_{1}, m_{2}\right]$, and we are done. If $m_{1}$ $<m_{2}$ and $k \in\left(m_{1}, m_{2}\right)$, then Theorem 3.6 implies that $k=f(c)$ for some $c$ between $x_{1}$ and $x_{2}$. Thus $\left(m_{1}, m_{2}\right) \subseteq f(I)$. Finally, since $m_{1}$ and $m_{2}$ are in $f(I)$, we have $\left[m_{1}, m_{2}\right] \subseteq f(I)$. Hence $f(I)$ is the compact interval [ $m_{1}$, $m_{2}$.

## Review of Key Terms in Section 3

Bounded function
Intermediate value theorem

## ANSWERS TO PRACTICE PROBLEMS

3.1 There are many possibilities. A simple one is $f(x)=1 / x$ for $x \in D=$ $(0,1)$. Then $f(D)=(1, \infty)$.
3.4 $f(x)=x$ is one possibility.
3.9 Let $f(x)=x-\cos x$. Then $f(0)=-1$ and $f(\pi / 2)=\pi / 2$. Since $f$ is continuous, there exists $x_{0}$ in $(0, \pi / 2)$ such that $f\left(x_{0}\right)=0$. That is, $x_{0}=\cos x_{0}$.

Exercises marked with * are used in later sections, and exercises marked with $\dot{\psi}$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) Let $D$ be a compact subset of $\mathbb{R}$ and suppose that $f: D \rightarrow \mathbb{R}$ is continuous. Then $f(D)$ is compact.
(b) Suppose that $f: D \rightarrow \mathbb{R}$ is continuous. Then, there exists a point $x_{1}$ in $D$ such that $f\left(x_{1}\right) \geq f(x)$ for all $x \in D$.
(c) Let $D$ be a bounded subset of $\mathbb{R}$ and suppose that $f: D \rightarrow \mathbb{R}$ is continuous. Then $f(D)$ is bounded.
2. Mark each statement True or False. Justify each answer.
(a) Let $f:[a, b] \rightarrow \mathbb{R}$ be continuous and suppose $f(a)<0<f(b)$. Then there exists a point $c$ in $(a, b)$ such that $f(c)=0$.
(b) Let $f:[a, b] \rightarrow \mathbb{R}$ be continuous and suppose $f(a) \leq k \leq f(b)$. Then there exists a point $c \in[a, b]$ such that $f(c)=k$.
(c) If $f: D \rightarrow \mathbb{R}$ is continuous and bounded on $D$, then $f$ assumes maximum and minimum values on $D$.
3. Let $f: D \rightarrow \mathbb{R}$ be continuous. For each of the following, prove or give a counterexample. is
(a) If $D$ is open, then $f(D)$ is open.
(b) If $D$ is closed, then $f(D)$ is closed.
(c) If $D$ is not open, then $f(D)$ is not open.
(d) If $D$ is not closed, then $f(D)$ is not closed.
(e) If $D$ is not compact, then $f(D)$ is not compact.
(f) If $D$ is unbounded, then $f(D)$ is unbounded.
(g) If $D$ is finite, then $f(D)$ is finite.
(h) If $D$ is infinite, then $f(D)$ is infinite.
(i) If $D$ is an interval, then $f(D)$ is an interval.
(j) If $D$ is an interval that is not open, then $f(D)$ is an interval that is not open.
4. Show that $3^{x}=5 x$ for some $x \in(0,1)$.
5. Show that the equation $5^{x}=x^{4}$ has at least one real solution.
6. Show that any polynomial of odd degree has at least one real root.
7. Suppose that $f:[a, b] \rightarrow[a, b]$ is continuous. Prove that $f$ has a fixed point. That is, prove that there exists $c \in[a, b]$ such that $f(c)=c$. |  |
| ---: | :--- |
8. Suppose that $f:[a, b] \rightarrow \mathbb{R}$ and $g:[a, b] \rightarrow \mathbb{R}$ are continuous functions such that $f(a) \leq g(a)$ and $f(b) \geq g(b)$. Prove that $f(c)=g(c)$ for some $c \in[a, b]$.
9. Suppose $f:[a, b] \rightarrow \mathbb{R}$ is continuous and that $f([a, b]) \subseteq \mathbb{Q}$. Prove that $f$ is constant on $[a, b]$.
10. Suppose that $f:[a, b] \rightarrow \mathbb{R}$ is two-to-one. That is, for each $y \in \mathbb{R}, f^{-1}(\{y\})$ either is empty or contains exactly two points.
(a) Find an example of such a function.
(b) Prove that no such function can be continuous.
11. (a) Let $p \in \mathbb{R}$ and define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=|x-p|$. Prove that $f$ is continuous.
(b) Let $S$ be a nonempty compact subset of $\mathbb{R}$ and let $p \in \mathbb{R}$. Prove that $S$ has a "closest" point to $p$. That is, prove that there exists a point $q$ in $S$ such that $|q-p|=\inf \{|x-p|: x \in S\}$.
12. Prove Theorem 3.2 using the Heine-Borel theorem and the Bolzano-Weierstrass theorem for sequences instead of the open-cover property of compactness.
*13. Let $f$ be a function defined on an interval $I$. We say that $f$ is strictly increasing if $x_{1}<x_{2}$ in I implies that $f\left(x_{1}\right)<f\left(x_{2}\right)$. Similarly, $f$ is strictly decreasing if $x_{1}<x_{2}$ in $I$ implies that $f\left(x_{1}\right)>f\left(x_{2}\right)$. Prove the following.
(a) If $f$ is continuous and injective on $I$, then $f$ is strictly increasing or strictly decreasing.
(b) If $f$ is strictly increasing and if $f(I)$ is an interval, then $f$ is continuous. Furthermore, $f^{-1}$ is a strictly increasing continuous function on $f(I)$.
13. Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=\sin (1 / x)$ if $x \neq 0$ and $f(0)=0$.
(a) Show that $f$ is not continuous at 0 .
(b) Show that $f$ has the intermediate value property on $\mathbb{R}$.
14. Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. We say that $f$ is bounded on a neighborhood of $c$ if there exists a neighborhood $U$ of $c$ and a number $M$ such that $|f(x)| \leq$ $M$ for all $x \in U \cap D$.
(a) Suppose that $f$ is bounded on a neighborhood of each $x$ in $D$ and that $D$ is compact. Prove that $f$ is bounded on $D$. \& $\downarrow$
(b) Suppose that $f$ is bounded on a neighborhood of each $x$ in $D$, but that $D$ is not compact. Show that $f$ is not necessarily bounded on $D$, even when $f$ is continuous.
(c) Suppose that $f:[a, b] \rightarrow \mathbb{R}$ has a limit at each $x$ in $[a, b]$. Prove that $f$ is bounded on $[a, b]$.
15. A subset $S$ of $\mathbb{R}$ is said to be disconnected if there exist disjoint open sets $U$ and $V$ in $\mathbb{R}$ such that $S \subseteq U \cup V, S \cap U \neq \varnothing$, and $S \cap V \neq \varnothing$. If $S$ is not disconnected, then it is said to be connected. Suppose that $S$ is connected and that $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Prove that $f(S)$ is connected. (Hint: Use Corollary 2.15.)

## Section 4 UNIFORM CONTINUITY

Given a function $f: D \rightarrow \mathbb{R}$, for $f$ to be continuous on $D$ it is required that
for every $c \in D$ and for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-f(c)|<\varepsilon$ whenever $|x-c|<\delta$ and $x \in D$.

By considering the order of the quantifiers, we see that the $\delta$ that is chosen may depend both on $\varepsilon$ and on the point $c$. If it happens that, given $\varepsilon>0$, a $\delta>0$ can be found that will work for all $c$, then the function is said to be uniformly continuous on $D$. As usual, we require $D$ to be a nonempty subset of $\mathbb{R}$.
4.1 DEFINITION Let $f: D \rightarrow \mathbb{R}$. We say that $f$ is uniformly continuous on $\boldsymbol{D}$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-f(y)|<\varepsilon$ whenever $|x-y|<\delta$ and $x, y \in D$.

It should be clear that if a function is uniformly continuous on a set $D$, then it is certainly continuous on $D$. Furthermore, while it is proper to speak of a function being continuous at a point, uniform continuity is a property that applies to a function on a set. We never speak of a function being uniformly continuous at a point.
4.2 EXAMPLE Let us prove that the function $f(x)=2 x$ is uniformly continuous on $\mathbb{R}$. Given any $\varepsilon>0$, we want to make $|f(x)-f(y)|<\varepsilon$ by making $x$ sufficiently close to $y$. Now

$$
|f(x)-f(y)|=|2 x-2 y|=2|x-y|
$$

Thus we take $\delta=\varepsilon / 2$. Then whenever $|x-y|<\delta$ we have

$$
|f(x)-f(y)|=2|x-y|<2 \delta=\varepsilon
$$

We conclude that $f$ is uniformly continuous on $\mathbb{R}$.
4.3 PRACTICE As a prelude to our next example, write the negation of the definition of uniform continuity. That is, what condition must apply if $f: D \rightarrow \mathbb{R}$ is not uniformly continuous?
4.4 EXAMPLE Suppose we let $f(x)=x^{2}$. Then

$$
|f(x)-f(y)|=\left|x^{2}-y^{2}\right|=|x+y| \cdot|x-y| .
$$

This time, to make $|f(x)-f(y)|<\varepsilon$, we need to know something about the size of $|x+y|$. In Figure 1 we see that for a given $\varepsilon>0$, as $x$ and $y$ increase, the value of $\delta$ must decrease. Let us prove that $f$ is not uniformly continuous on $\mathbb{R}$.

Suppose we take $\varepsilon=1$. (It turns out in this case that any $\varepsilon>0$ would work as well.) We must show that, given any $\delta>0$, there exist $x, y \in \mathbb{R}$ such that $|x-y|<\delta$ and $|f(x)-f(y)| \geq 1$. For any $x$, if we let $y=x+\delta / 2$, then $|x-y|=\delta / 2<\delta$. Thus to make

$$
1 \leq|x+y| \cdot|x-y|=|x+y| \cdot \frac{\delta}{2}
$$

we need to have $|x+y| \geq 2 / \delta$. This prompts us to let $x=1 / \delta$. Here is the formal proof:

Let $\mathcal{\varepsilon}=1$. Then, given any $\delta>0$, let $x=1 / \delta$ and $y=1 / \delta+\delta / 2$. Then $|x-y|=\delta / 2<\delta$, but

$$
\begin{aligned}
|f(x)-f(y)| & =|x+y| \cdot|x-y| \\
& =\left|\frac{1}{\delta}+\frac{1}{\delta}+\frac{\delta}{2}\right| \cdot \frac{\delta}{2}>\frac{2}{\delta} \cdot \frac{\delta}{2}=1 .
\end{aligned}
$$

Thus $f$ is not uniformly continuous on $\mathbb{R}$.


Figure $1 f(x)=x^{2}$ is not uniformly continuous on $\mathbb{R}$.
4.5 EXAMPLE The difficulty with $f(x)=x^{2}$ in Example 4.4 is that we allowed $|x+y|$ to be arbitrarily large. If we restrict the domain to a compact set, then this cannot happen. For example, if $D=[-5,5]$, then $|x+y| \leq 10$. Thus given $\varepsilon>0$, if $\delta=\varepsilon / 10$ and $|x-y|<\delta$, we have

$$
\begin{aligned}
|f(x)-f(y)| & =\left|x^{2}-y^{2}\right|=|x+y| \cdot|x-y| \\
& \leq 10|x-y|<10 \delta=\varepsilon .
\end{aligned}
$$

Thus $f(x)=x^{2}$ is uniformly continuous on $[-5,5]$. What we have just shown is a special case of the following theorem.
4.6 THEOREM Suppose $f: D \rightarrow \mathbb{R}$ is continuous on a compact set $D$. Then $f$ is uniformly continuous on $D$.

Proof: Let $\varepsilon>0$ be given. Since $f$ is continuous on $D, f$ is continuous at each $x \in D$. Thus for each $x \in D$ there exists a $\delta_{x}>0$ such that

$$
|f(x)-f(y)|<\frac{\varepsilon}{2} \quad \text { whenever } \quad|x-y|<\delta_{x}
$$

and $y \in D$. Now the family of neighborhoods

$$
\mathscr{F}=\left\{N\left(x ; \frac{\delta_{x}}{2}\right): x \in D\right\}
$$

is an open cover of $D$. Since $D$ is compact, $\mathscr{F}$ contains a finite subcover. That is, there exist $x_{1}, \ldots, x_{n}$ in $D$ such that

$$
D \subseteq N\left(x_{1} ; \frac{\delta_{x_{1}}}{2}\right) \cup \cdots \cup N\left(x_{n} ; \frac{\delta_{x_{n}}}{2}\right) .
$$

Now let $\delta=\min \left\{\delta_{x_{1}} / 2, \ldots, \delta_{x_{n}} / 2\right\}$. We claim that this $\delta$ works in the definition of uniform continuity.

Indeed, suppose that $x, y \in D$ and $|x-y|<\delta$. Then $x \in$ $N\left(x_{i} ; \delta_{x_{i}} / 2\right)$ for some $i$ among $1, \ldots, n$. (See Figure 2.) Since $|x-y|<\delta$ $\leq \delta_{x_{i}} / 2$, we have

$$
\left|y-x_{i}\right| \leq|y-x|+\left|x-x_{i}\right|<\frac{\delta_{x_{i}}}{2}+\frac{\delta_{x_{i}}}{2}=\delta_{x_{i}} .
$$

Thus $\left|f(y)-f\left(x_{i}\right)\right|<\varepsilon / 2$. But we also have $\left|x-x_{i}\right|<\delta_{x_{i}} / 2<\delta_{x_{i}}$, so $\left|f(x)-f\left(x_{i}\right)\right|<\varepsilon / 2$. It follows that

$$
\begin{aligned}
|f(x)-f(y)| & \leq\left|f(x)-f\left(x_{i}\right)\right|+\left|f\left(x_{i}\right)-f(y)\right| \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$



Figure $2 x \in N\left(x_{i} ; \delta_{x_{i}} / 2\right)$

The proof of Theorem 4.6 was intentionally given in terms of neighborhoods because this illustrates the usefulness of the open-cover property of compactness. For an alternate proof using the closed-bounded property and sequences, see Exercise 14.

The impact of uniform continuity on sequences is given in the next theorem. Recall that a continuous function does not necessarily preserve convergence. That is, the continuous image of a convergent sequence need not be convergent if the limit of the sequence is not in the domain of the function.
4.7 PRACTICE Find a continuous function $f: D \rightarrow \mathbb{R}$ and a Cauchy sequence $\left(x_{n}\right)$ in $D$ such that $\left(f\left(x_{n}\right)\right)$ is divergent.
4.8 THEOREM Let $f: D \rightarrow \mathbb{R}$ be uniformly continuous on $D$ and suppose that $\left(x_{n}\right)$ is a Cauchy sequence in $D$. Then $\left(f\left(x_{n}\right)\right)$ is a Cauchy sequence.

Proof: Given any $\varepsilon>0$, since $f$ is uniformly continuous on $D$ there exists a $\delta>0$ such that

$$
|f(x)-f(y)|<\varepsilon \text { whenever }|x-y|<\delta
$$

and $x, y \in D$. Since $\left(x_{n}\right)$ is Cauchy, there exists an integer $N$ such that

$$
\left|x_{n}-x_{m}\right|<\delta \quad \text { whenever } m, n \geq N
$$

Thus for $m, n \geq N$ we have $\left|f\left(x_{n}\right)-f\left(x_{m}\right)\right|<\varepsilon$, so $\left(f\left(x_{n}\right)\right)$ is a Cauchy sequence.

Using Theorem 4.8, we can derive a useful test to determine if a function is uniformly continuous on a bounded open interval. We say that a function $\tilde{f}: E \rightarrow \mathbb{R}$ is an extension of a function $f: D \rightarrow \mathbb{R}$ if $D \subseteq E$ and $f(x)=\tilde{f}(x)$ for all $x \in D$.
4.9 THEOREM A function $f:(a, b) \rightarrow \mathbb{R}$ is uniformly continuous on $(a, b)$ iff it can be extended to a function $\tilde{f}$ that is continuous on $[a, b]$.

Proof: If $f$ can be extended to a function $\tilde{f}$ that is continuous on the compact set $[a, b]$, then $\tilde{f}$ is uniformly continuous on $[a, b]$ by Theorem 4.6. It follows that $\tilde{f}$ (and hence $f$ ) is also uniformly continuous on the subset $(a, b)$.

Conversely, suppose that $f$ is uniformly continuous on $(a, b)$. We claim that $\lim _{x \rightarrow a} f(x)$ and $\lim _{x \rightarrow b} f(x)$ both exist as real numbers. To see this, let $\left(s_{n}\right)$ be a sequence in $(a, b)$ that converges to $a$. Then $\left(s_{n}\right)$ is a Cauchy sequence, so Theorem 4.8 implies that $\left(f\left(s_{n}\right)\right)$ is also Cauchy. The theorem "A sequence of real numbers is convergent iff it is a Cauchy sequence" then implies that $\left(f\left(s_{n}\right)\right)$ converges to some real number, say $p$. It follows from the contrapositive of Theorem 1.10 that we have $\lim _{x \rightarrow a} f(x)=p$. Similarly, we conclude that $\lim _{x \rightarrow b} f(x)=q$, for some $q \in \mathbb{R}$.

If we define $\tilde{f}:[a, b] \rightarrow \mathbb{R}$ by

$$
\tilde{f}(x)= \begin{cases}f(x), & \text { if } a<x<b, \\ p, & \text { if } x=a, \\ q, & \text { if } x=b,\end{cases}
$$

then $\tilde{f}$ will be an extension of $f$. Since $f$ is continuous on $(a, b)$, so is $\tilde{f}$. But $\tilde{f}$ is also continuous at $a$ and $b$ by Theorem 2.2(d), so $\tilde{f}$ is continuous on $[a, b]$.
4.10 PRACTICE Use Theorem 4.9 to determine whether or not the function $f(x)=\sin (1 / x)$ is uniformly continuous on the interval $(0,1 / \pi)$.

## Review of Key Terms in Section 4

Uniformly continuous on $D \quad$ Extension of a function

## ANSWERS TO PRACTICE PROBLEMS

4.3 The condition for uniform continuity on $D$ may be written as

$$
\forall \varepsilon>0 \exists \delta>0 \ni \forall x, y \in D,|x-y|<\delta \text { implies }|f(x)-f(y)|<\varepsilon .
$$

The negation of this is

$$
\exists \varepsilon>0 \ni \forall \delta>0, \exists x, y \in D \ni|x-y|<\delta \text { and }|f(x)-f(y)| \geq \varepsilon \text {. }
$$

4.7 We may define $f:(0, \infty) \rightarrow \mathbb{R}$ by $f(x)=1 / x$ and let $x_{n}=1 / n$. Then $\left(x_{n}\right)$ is Cauchy, but since $f\left(x_{n}\right)=n$, the sequence $\left(f\left(x_{n}\right)\right)$ is divergent.
4.10 Since $\lim _{x \rightarrow 0} f(x)$ does not exist (Example 1.11), $f$ cannot be extended to a function that is continuous on $[0,1 / \pi]$. Thus $f$ is not uniformly continuous on $(0,1 / \pi)$.

## 4 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $f: D \rightarrow \mathbb{R}$. Mark each statement True or False. Justify each answer.
(a) $f$ is uniformly continuous on $D$ iff for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-f(y)|<\delta$ whenever $|x-y|<\varepsilon$ and $x, y \in D$.
(b) If $D=\{x\}$, then $f$ is uniformly continuous at $x$.
(c) If $f$ is continuous and $D$ is compact, then $f$ is uniformly continuous on $D$.
2. Let $f: \mathrm{D} \rightarrow \mathbb{R}$. Mark each statement True or False. Justify each answer.
(a) In the definition of uniform continuity, the positive $\delta$ depends only on the function $f$ and the given $\varepsilon>0$.
(b) If $f$ is continuous and $\left(x_{n}\right)$ is a Cauchy sequence in $D$, then $\left(f\left(x_{n}\right)\right)$ is a Cauchy sequence.
(c) If $f:(a, b) \rightarrow \mathbb{R}$ can be extended to a function that is continuous on $[a, b]$, then $f$ is uniformly continuous on $(a, b)$.
3. Determine which of the following continuous functions are uniformly continuous on the given set. Justify your answers. is
(a) $f(x)=\frac{e^{x}}{x}$ on $[2,5]$
(b) $f(x)=\frac{e^{x}}{x}$ on $(0,2)$
(c) $f(x)=x^{2}+2 x-7$ on $[0,5]$
(d) $f(x)=x^{2}+2 x-7$ on $(1,4)$
(e) $f(x)=\frac{1}{x^{2}}$ on $(0,1)$
(f) $f(x)=\frac{1}{x^{2}}$ on $(0, \infty)$
(g) $f(x)=\frac{x^{2}-4}{x-2}$ on $(2,4)$
(h) $f(x)=x \sin \frac{1}{x}$ on $(0,1)$
4. Prove that each function is uniformly continuous on the given set by directly verifying the $\varepsilon-\delta$ property in Definition 4.1.
(a) $f(x)=x^{3}$ on $[0,2]$
(b) $f(x)=\frac{1}{x}$ on $[2, \infty)$
(c) $f(x)=\frac{x-1}{x+1}$ on $[0, \infty)$
5. Prove that $f(x)=\sqrt{x}$ is uniformly continuous on $[0, \infty)$. is
6. Let $f$ and $g$ be real-valued functions that are uniformly continuous on $D$. Prove that $f+g$ is uniformly continuous on $D$.
7. Let $f: D \rightarrow \mathbb{R}$ be uniformly continuous on $D$ and let $k \in \mathbb{R}$. Prove that the function $k f$ is uniformly continuous on $D$.
8. Let $f$ and $g$ be real-valued functions that are uniformly continuous on $D$, and suppose that $g(x) \neq 0$ for all $x \in D$.
(a) Find an example to show that the function $f / g$ need not be uniformly continuous on $D$.
(b) Prove that if $D$ is compact, then $f / g$ must be uniformly continuous on $D$.
9. Prove or give a counterexample: If $f: A \rightarrow B$ is uniformly continuous on $A$ and $g: B \rightarrow C$ is uniformly continuous on $B$, then $g \circ f: A \rightarrow C$ is uniformly continuous on $A$. is
10. Find two real-valued functions $f$ and $g$ that are uniformly continuous on a set $D$, but such that their product $f g$ is not uniformly continuous on $D$.
11. Let $f: D \rightarrow \mathbb{R}$ be uniformly continuous on the bounded set $D$. Prove that $f$ is bounded on $D$. is
12. (a) Let $f$ and $g$ be real-valued functions that are bounded and uniformly continuous on $D$. Prove that their product $f g$ is uniformly continuous on $D$.
(b) Let $f$ and $g$ be real-valued functions that are uniformly continuous on a bounded set $D$. Prove that their product $f g$ is uniformly continuous on $D$.
13. Suppose that $f$ is uniformly continuous on $[a, b]$ and uniformly continuous on $[b, c]$. Prove that $f$ is uniformly continuous on $[a, c]$.
14. Prove Theorem 4.6 by justifying the following steps.
(a) Suppose that $f$ is not uniformly continuous on $D$. Then there exists an $\varepsilon>0$ such that, for every $n \in \mathbb{N}$, there exist $x_{n}$ and $y_{n}$ in $D$ with $\left|x_{n}-y_{n}\right|$ $<1 / n$ and $\left|f\left(x_{n}\right)-f\left(y_{n}\right)\right| \geq \varepsilon$.
(b) This part has been intentionally excluded from this edition.
(c) Show that $\lim _{k \rightarrow \infty} y_{n_{k}}=x$.
(d) Show that $\left(f\left(x_{n_{k}}\right)\right)$ and $\left(f\left(y_{n_{k}}\right)\right)$ both converge to $f(x)$, to obtain a contradiction.
15. A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is said to be periodic if there exists a number $k>0$ such that $f(x+k)=f(x)$ for all $x \in \mathbb{R}$. Suppose that $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and periodic. Prove that $f$ is bounded and uniformly continuous on $\mathbb{R}$.

## Section 5 CONTINUITY IN METRIC SPACES ${ }^{\dagger}$

This section discusses the general setting of a metric space.
5.1 DEFINITION A sequence $\left(s_{n}\right)$ in a metric space $(X, d)$ is said to converge if there exists a point $s \in X$ such that
for every $\varepsilon>0$ there exists a natural number $N$ such that $n \geq N$ implies that $d\left(s_{n}, s\right)<\varepsilon$.
In this case we say that $\left(s_{n}\right)$ converges to $s$, and we write $s_{n} \rightarrow s$ or $\lim s_{n}=s$.

For a fixed point $s$ in $X$, we can think of the real numbers $d\left(s_{n}, s\right)$ as a sequence in $\mathbb{R}$. Thus, to show that a sequence $\left(s_{n}\right)$ converges to $s$ in the metric space $(X, d)$, it suffices to show that the real sequence $\left(d\left(s_{n}, s\right)\right)$ converges to 0 in $\mathbb{R}$. Furthermore, since $d\left(s_{n}, s\right) \geq 0$ for all $n$, we can do this by finding a positive real sequence $\left(a_{n}\right)$ such that $d\left(s_{n}, s\right) \leq a_{n}$ for all $n$ and $a_{n} \rightarrow 0$.

[^12]5.2 EXAMPLE In $\mathbb{R}^{2}$ with the usual Euclidean metric, define a sequence $\left(s_{n}\right)$ by
$$
s_{n}=\left(\frac{1}{n}, \frac{n}{n+1}\right)
$$

Then $s_{n} \rightarrow(0,1)$. One way to see this is to note that

$$
\begin{aligned}
d\left(s_{n},(0,1)\right) & \leq d\left(s_{n},(1 / n, 1)\right)+d((1 / n, 1),(0,1)) \\
& =\sqrt{\left(\frac{1}{n}-\frac{1}{n}\right)^{2}+\left(1-\frac{n}{n+1}\right)^{2}}+\sqrt{\left(0-\frac{1}{n}\right)^{2}+(1-1)^{2}} \\
& =\sqrt{\left(\frac{1}{n+1}\right)^{2}}+\sqrt{\left(\frac{-1}{n}\right)^{2}} \\
& =\frac{1}{n+1}+\frac{1}{n}<\frac{2}{n} .
\end{aligned}
$$

Since $(2 / n) \rightarrow 0$ in $\mathbb{R}$, we know that $s_{n} \rightarrow(0,1)$ in $\mathbb{R}^{2}$.
Geometrically, the distance from $s_{n}$ to $(0,1)$ is the length of the hypotenuse of the triangle in Figure 1. In the inequality above, we have used the sum of the lengths of the vertical and horizontal legs as an upper bound for this distance.


Figure 1 Using the triangle inequality
5.3 DEFINITION Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces. A function $f: X_{1} \rightarrow X_{2}$ is continuous at a point $c$ in $X_{1}$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that

$$
d_{2}(f(x), f(c))<\varepsilon \quad \text { whenever } \quad d_{1}(x, c)<\delta
$$

If $f$ is continuous at each point of a set $D$, then $f$ is said to be continuous on $D$.
5.4 EXAMPLE Let $(X, d)$ be a metric space and let $p \in X$. Then the function $f: X \rightarrow \mathbb{R}$ defined by $f(x)=d(x, p)$ is continuous on $X$. To see this, let $x, y \in X$. From the triangle inequality we have
so

$$
d(y, p) \leq d(y, x)+d(x, p)
$$

$$
d(y, p)-d(x, p) \leq d(x, y)
$$

Likewise,

$$
d(x, p) \leq d(x, y)+d(y, p)
$$

so

$$
d(x, p)-d(y, p) \leq d(x, y)
$$

It follows that

$$
|d(x, p)-d(y, p)| \leq d(x, y)
$$

Thus, given any $\varepsilon>0$, if $d(x, y)<\varepsilon$ we have

$$
|f(x)-f(y)|=|d(x, p)-d(y, p)| \leq d(x, y)<\varepsilon
$$

That is, $f$ is continuous at the arbitrary point $y$ and hence continuous on $X$.

If $X_{1}=X_{2}=\mathbb{R}$ and $d_{1}$ and $d_{2}$ are the usual absolute value metric, then Definition 5.3 is consistent with our earlier Definition 2.1 for continuity in $\mathbb{R}$. As before, we would expect to be able to characterize continuity in terms of sequences and neighborhoods (compare with Theorem 2.2).
5.5 THEOREM Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces, let $f: X_{1} \rightarrow X_{2}$, and let $c \in X_{1}$. Then the following three conditions are equivalent:
(a) $f$ is continuous at $c$.
(b) If $\left(x_{n}\right)$ is any sequence in $X_{1}$ such that $\left(x_{n}\right)$ converges to $c$, then $\left(f\left(x_{n}\right)\right)$ converges to $f(c)$ in $X_{2}$.
(c) For every neighborhood $V$ of $f(c)$ in $X_{2}$, there exists a neighborhood $U$ of $c$ in $X_{1}$ such that $f(U) \subseteq V$.

Proof: (a) $\Rightarrow$ (b) Suppose $f$ is continuous at $c$ and let $\left(x_{n}\right)$ be a sequence in $X_{1}$ such that $x_{n} \rightarrow c$. Given $\varepsilon>0$, since $f$ is continuous at $c$ there exists a $\delta>0$ such that $d_{2}(f(x), f(c))<\varepsilon$ whenever $d_{1}(x, c)<\delta$. Since $x_{n} \rightarrow c$, there exists a natural number $N$ such that $n \geq N$ implies that $d_{1}\left(x_{n}, c\right)<\delta$. Thus for $n \geq N$ we have $d_{2}\left(f\left(x_{n}\right), f(c)\right)<\varepsilon$ and so $f\left(x_{n}\right) \rightarrow f(c)$.
(b) $\Rightarrow$ (c) We prove this by establishing the contrapositive. That is, suppose there exists a neighborhood $V=N(f(c) ; \beta)$ of $f(c)$ such that, for all neighborhoods $U$ of $c, f(U) \nsubseteq V$. We must find a sequence $\left(x_{n}\right)$ in $X_{1}$ such that $x_{n} \rightarrow c$ but $\left(f\left(x_{n}\right)\right)$ does not converge to $f(c)$. For each $n \in \mathbb{N}$, let $U_{n}=N(c ; 1 / n)$. Then since $f\left(U_{n}\right) \nsubseteq V$, there exists a point $x_{n}$ in $U_{n}$ such that $f\left(x_{n}\right) \notin V$. Clearly $x_{n} \rightarrow c$, but $\left(f\left(x_{n}\right)\right)$ cannot converge to $f(c)$ because none of the $f\left(x_{n}\right)$ are in $V$. That is, $d_{2}\left(f\left(x_{n}\right), f(c)\right) \geq \beta>0$ for all $n$.
(c) $\Rightarrow$ (a) Given any $\varepsilon>0$, let $V=N(f(c) ; \varepsilon$ ). By our hypothesis in (c), there exists a neighborhood $U=N(c ; \delta)$ such that $f(U) \subseteq V$. But then whenever $d_{1}(x, c)<\delta$ we have $x \in U$, so $f(x) \in V$ and $d_{2}(f(x), f(c))<\varepsilon$. Thus $f$ is continuous at $c$.
5.6 EXAMPLE Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces and let $p \in X_{2}$. Define a function $f: X_{1} \rightarrow X_{2}$ by $f(x)=p$ for all $x \in X_{1}$. Then $f$ is continuous on $X_{1}$. Indeed, let $x \in X_{1}$ and let $V$ be a neighborhood of $p$. Given any neighborhood $U$ of $x$, we have $f(U)=\{p\} \subseteq V$, so $f$ is continuous at $x$ by Theorem 5.5. Since $x$ was an arbitrary point in $X_{1}, f$ is continuous on $X_{1}$.

Since the singleton set $\{p\}$ is not generally an open set, this example also illustrates that the continuous image of an open set need not be open. It is true, however, that the pre-image of an open set will always be open (cf. Corollary 2.15). It turns out that this latter characterization of continuity is often the most useful. ${ }^{\dagger}$ We state this result as our next theorem. The proof is similar to the proof of Theorem 2.14.
5.7 THEOREM Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces and let $f: X_{1} \rightarrow X_{2}$. Then $f$ is continuous on $X_{1}$ iff $f^{-1}(G)$ is an open set in $X_{1}$ whenever $G$ is an open set in $X_{2}$.

Proof: Exercise 5.
5.8 PRACTICE Let $X_{1}$ be a nonempty set, let $d_{1}$ be a "discrete" metric and let $\left(X_{2}, d_{2}\right)$ be any metric space. Prove that every function $f: X_{1} \rightarrow X_{2}$ is continuous on $X_{1}$ with this metric.

In Section 5.3, we proved that the continuous image of a compact set in $\mathbb{R}$ is compact (Theorem 3.2). This result also holds in general metric spaces, and the proof is similar.
5.9 THEOREM Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces, let $f: X_{1} \rightarrow X_{2}$ be continuous on $X_{1}$, and let $D$ be a compact subset of $X_{1}$. Then $f(D)$ is a compact subset of $X_{2}$.

Proof: Exercise 6.

As an important corollary to Theorem 5.9, we state the following generalization of Corollary 3.3.

[^13]5.10 COROLLARY Let $f$ be a continuous real-valued function defined on a metric space $(X, d)$, and let $D$ be a compact subset of $X$. Then $f$ assumes maximum and minimum values on $D$.

Proof: Exercise 7.

We conclude this section by relating uniform continuity to metric spaces.
5.11 DEFINITION Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces, let $D$ be a subset of $X_{1}$, and suppose $f: D \rightarrow X_{2}$. We say that $f$ is uniformly continuous on $\boldsymbol{D}$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that

$$
d_{2}(f(x), f(y))<\varepsilon \quad \text { whenever } d_{1}(x, y)<\delta \text { and } x, y \in D
$$

5.12 PRACTICE Is the function described in Example 5.4 uniformly continuous on $X$ ?

### 5.13 PRACTICE Is the function $f$ in Practice 5.8 always uniformly continuous on $X_{1}$ ?

5.14 THEOREM Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces, let $f: X_{1} \rightarrow X_{2}$ be continuous on $X_{1}$, and let $D$ be a compact subset of $X_{1}$. Then $f$ is uniformly continuous on $D$.

Proof: The argument is the same as the proof of Theorem 4.5, except that the absolute value notation must be replaced by the appropriate metric $d_{1}$ or $d_{2}$.

## Review of Key Terms in Section 5

| Convergent sequence | Continuous on $D$ |
| :--- | :--- |
| Continuous at a point | Uniformly continuous on $D$ |

## ANSWERS TO PRACTICE PROBLEMS

5.8 With the discrete metric, every subset of $X_{1}$ is open. So, in particular, $f^{-1}(G)$ will be open in $X_{1}$ whenever $G$ is open in $X_{2}$. It follows from Theorem 5.7 that $f$ is continuous on $X_{1}$.
5.12 Yes, because we had $|f(x)-f(y)| \leq d(x, y)$ for all $x, y \in X$.
5.13 Yes. Given any $\varepsilon>0$, let $\delta=1$. Then if $d_{1}(x, y)<\delta$ we must have $x=y$, so that $d_{2}(f(x), f(y))=d_{2}(f(x), f(x))=0<\varepsilon$.

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces and suppose $f: X_{1} \rightarrow X_{2}$. Mark each statement True or False. Justify each answer.
(a) To show that a sequence $\left(s_{n}\right)$ converges to $s$ in $\left(X_{1}, d_{1}\right)$, it suffices to find a positive real sequence $\left(a_{n}\right)$ such that $d_{1}\left(s_{n}, s\right) \leq a_{n}$ for all $n$ and $a_{n} \rightarrow 0$.
(b) The distance function $d$ is continuous on $X_{1}$.
(c) If $f$ is continuous at $c \in X_{1}$, then $x_{n} \rightarrow c$ in $X_{1}$ whenever $f\left(x_{n}\right) \rightarrow f(c)$ in $X_{2}$.
2. Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces and suppose $f: X_{1} \rightarrow X_{2}$. Mark each statement True or False. Justify each answer.
(a) If $f$ is continuous and $C$ is open in $X_{1}$, then $f(C)$ is open in $X_{2}$.
(b) If $f$ is continuous and $C$ is compact in $X_{1}$, then $f(C)$ is compact in $X_{2}$.
(c) If $f$ is continuous on a compact set $D$, then $f$ is uniformly continuous on $D$.
3. Find the limit of each sequence in $\mathbb{R}^{2}$. Justify your answers as in Example 5.2.
(a) $s_{n}=\left(\frac{1}{4 n}, 6\right)$ 차
(b) $s_{n}=\left(\frac{1}{n^{2}}, \frac{1}{n^{3}}\right)$
(c) $s_{n}=\left(\frac{-1}{n+2}, \frac{3 n+1}{n+1}\right)$ is
(d) $s_{n}=\left(\frac{(-1)^{n}}{n}, \frac{4 n+3}{2 n-1}\right)$
4. Use Example 5.4 and Theorem 5.7 to prove that in a metric space, neighborhoods are always open sets.
5. Prove Theorem 5.7. is
6. Prove Theorem 5.9.
7. Prove Corollary 5.10.
8. Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces and suppose $f: X_{1} \rightarrow X_{2}$ and $g: X_{1} \rightarrow X_{2}$ are both continuous on $X_{1}$. If $D \subseteq X_{1}$ and $f(x)=g(x)$ for all $x \in D$, prove that $f(x)=g(x)$ for all $x \in \operatorname{cl} D$.
9. (a) Let $X_{1}$ and $X_{2}$ be metric spaces and suppose $f: X_{1} \rightarrow X_{2}$ is bijective. If $X_{1}$ is compact and $f$ is continuous on $X_{1}$, prove that $f^{-1}: X_{2} \rightarrow X_{1}$ is continuous on $X_{2}$. \&
(b) Show that the compactness of $X_{1}$ is necessary in part (a) by finding a continuous bijection $f$ from $\left[0,2 \pi\right.$ ) onto the unit circle $C$ in $\mathbb{R}^{2}$ such that $f^{-1}$ is not continuous on $C$.
10. Let $X_{1}, X_{2}$, and $X_{3}$ be metric spaces. Suppose $f: X_{1} \rightarrow X_{2}$ is continuous on $X_{1}$ and $g: X_{2} \rightarrow X_{3}$ is continuous on $X_{2}$. Use Theorem 5.7 to prove that $g \circ f$ is continuous on $X_{1}$.
11. Let $X_{1}, X_{2}$, and $X_{3}$ be metric spaces and suppose $f: X_{1} \rightarrow X_{2}$ is uniformly continuous on $X_{1}$ and $g: X_{2} \rightarrow X_{3}$ is uniformly continuous on $X_{2}$. Prove that $g \circ f$ is uniformly continuous on $X_{1}$.
12. Let $X_{1}, X_{2}$, and $X_{3}$ be metric spaces with $X_{2}$ compact. Suppose $f: X_{1} \rightarrow X_{2}$ and $g: X_{2} \rightarrow X_{3}$, with $g$ being bijective and continuous on $X_{2}$. Define $h=g \circ f$.
(a) Prove that $f$ is continuous if $h$ is continuous.
(b) Prove that $f$ is uniformly continuous if $h$ is uniformly continuous.
13. Let $D$ be a nonempty subset of a metric space $(X, d)$. If $x \in X$, we define the distance from $x$ to $D$ by

$$
d(x, D)=\inf \{d(x, p): p \in D\}
$$

(a) Prove that $d(x, D)=0$ iff $x \in \operatorname{cl} D$.
(b) If $D$ is compact, prove that there exists a point $p_{0} \in D$ such that $d(x, D)=d\left(x, p_{0}\right)$.
(c) Prove that $f(x)=d(x, D)$ is a uniformly continuous function on $X$ (even when $D$ is not compact). is
14. Let $A$ and $B$ be nonempty subsets of a metric space $(X, d)$. We define the distance from $A$ to $B$ by

$$
d(A, B)=\inf \{d(a, b): a \in A \text { and } b \in B\}
$$

(a) Give an example to show that it is possible for two disjoint closed sets $A$ and $B$ to satisfy $d(A, B)=0$.
(b) Prove that if $A$ is closed and $B$ is compact and $A \cap B=\varnothing$, then $d(A, B)>0$.
15. Let $B$ be a subset of a metric space $\left(X_{1}, d_{1}\right)$. The set $B$ is said to be disconnected if there exist disjoint open subsets $U$ and $V$ such that

$$
B \subseteq U \cup V, \quad B \cap U \neq \varnothing, \quad \text { and } \quad B \cap V \neq \varnothing
$$

A set $B$ is connected if it is not disconnected. Let $\left(X_{2}, d_{2}\right)$ be a metric space and suppose $f: X_{1} \rightarrow X_{2}$ is continuous. Prove that if $B$ is a connected subset of $X_{1}$, then $f(B)$ is a connected subset of $X_{2}$. That is, the continuous image of a connected set is connected. is

Exercises 16 to 21 use the following concepts: In the metric space $\mathbb{R}^{n}$ with the usual Euclidean metric, we can define a linear structure by setting

$$
\left(x_{1}, \ldots, x_{n}\right)+\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right)
$$

and

$$
\lambda\left(x_{1}, \ldots, x_{n}\right)=\left(\lambda x_{1}, \ldots, \lambda x_{n}\right)
$$

for arbitrary points $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$ in $\mathbb{R}^{n}$ and for $\lambda \in \mathbb{R}$.
16. Let $\mathbf{p} \in \mathbb{R}^{n}$. Prove that $d(\mathbf{x}+\mathbf{p}, \mathbf{y}+\mathbf{p})=d(\mathbf{x}, \mathbf{y})$ for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$.
17. Let $\mathbf{p} \in \mathbb{R}^{n}$. Prove that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by $f(\mathbf{x})=\mathbf{p}+\mathbf{x}$ is uniformly continuous on $\mathbb{R}^{n}$.
18. Let $\lambda \in \mathbb{R}$. Prove that $d(\lambda \mathbf{x}, \lambda \mathbf{y})=|\lambda| d(\mathbf{x}, \mathbf{y})$ for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$.
19. Let $\lambda \in \mathbb{R}$. Prove that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by $f(\mathbf{x})=\lambda \mathbf{x}$ is continuous on $\mathbb{R}^{n}$.
20. Let $\mathbf{p} \in \mathbb{R}^{n}$ and $\lambda \in \mathbb{R}$. Prove that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by $f(\mathbf{x})=\mathbf{p}+\lambda \mathbf{x}$ is continuous on $\mathbb{R}^{n}$.
21. If $A, B \subseteq \mathbb{R}^{n}$ and $\lambda \in \mathbb{R}$, we define $A+B=\{\mathbf{a}+\mathbf{b}: \mathbf{a} \in A$ and $\mathbf{b} \in B\}$ and $\lambda B=\{\lambda \mathbf{b}: \mathbf{b} \in B\}$. If $A$ consists of a single point, say $\mathbf{p}$, then we often write $\mathbf{p}+B$ instead of $A+B$. The set $\mathbf{p}+B$ is called a translate of $B$. The set $\lambda B$ is called a scalar multiple of $B$. More generally, if $\lambda \neq 0$, the set $\mathbf{p}+\lambda B$ is said to be homothetic to $B$.
(a) Prove that each set homothetic to an open set is open.
(b) Prove that each set homothetic to a closed set is closed.
(c) Prove that $A+B=\bigcup_{\mathbf{a} \in A}(\mathbf{a}+B)=\bigcup_{\mathbf{b} \in B}(A+\mathbf{b})$.
(d) Prove or give a counterexample: If $A$ is open, then for any set $B, A+B$ is open.
(e) Prove or give a counterexample: If $A$ and $B$ are both closed, then $A+B$ is closed.

## Hints for Selected Exercises

## Section 1

3. (a) 4 ;
(b) $5 / 2$;
(c) $1 / 2$;
(d) -2 ;
(e) 0 ;
(f) $1 / 4$;
(g) -4 ;
(h) 2 .
4. $\delta=1 / 24$ will work.
5. (c) Let $\left(s_{n}\right)$ be a positive sequence converging to $c$.
6. (a) and (b) do not exist; in (c), the limit is 0 .
7. To prove that (a) $\Rightarrow$ (b), suppose that (b) is false. Let $\left(s_{n}\right)$ be a sequence in $D$ with $s_{n} \rightarrow c$ and $s_{n} \neq c$ for all $n$. Since (b) is false, $\left(f\left(s_{n}\right)\right)$ converges to some value, say $L$. Before we can use Theorem 1.8, we must show that given any sequence $\left(t_{n}\right)$ in $D$ with $t_{n} \rightarrow c$ and $t_{n} \neq c$ for all $n$, we have $\lim f\left(t_{n}\right)=L$. We only know from the negation of (b) that $\left(f\left(t_{n}\right)\right)$ is convergent. To see that $\lim f\left(t_{n}\right)=L$, consider the sequence $\left(u_{n}\right)=\left(s_{1}, t_{1}, s_{2}, t_{2}, \ldots\right)$ and note that $\left(f\left(s_{n}\right)\right)$ and $\left(f\left(t_{n}\right)\right)$ are both subsequences of $\left(f\left(u_{n}\right)\right)$.
8. This hint has been intentionally excluded for this edition.
9. This hint has been intentionally excluded for this edition.
10. To show that $\lim _{x \rightarrow c} f(x)$ does not exist for $c \neq 0$, look at a sequence of rational numbers converging to $c$. Then look at a sequence of irrational numbers converging to $c$.
11. First show that $f(n x)=n f(x)$ for all $n \in \mathbb{N}$ and all $x \in \mathbb{R}$, so that $f(y / n)=$ $f(y) / n$ for all $n \in \mathbb{N}$ and all $y \in \mathbb{R}$. Then show that if $\lim _{x \rightarrow 0} f(x)$ exists, it is equal to 0 . Also show that $f(x)=f(x-c)+f(c)$, so that $f(x)-f(c)=$ $f(x-c)$, for all $x, c \in \mathbb{R}$.

## Section 2

3. Define $f(3)=10$.
4. Adapt Example 2.8 so that the two parts of the function "come together" at one point.
5. True.
6. $f$ is also continuous at 3 .
7. Show that for all $m, n \in \mathbb{R}, \max \{m, n\}=\frac{1}{2}(m+n)+\frac{1}{2}|m-n|$. Do this by considering the two cases $m \geq n$ and $m<n$.
8. Let $\alpha=\frac{1}{2} f(c)$.
9. See the hint for Exercise 1.19. Show that for any rational number $m / n$, $f(m / n)=(m / n) f(1)$.

## Section 3

3. Only (g) and (i) are true. Note that (g) is true for all functions. To prove (i), first show that a nonempty subset $S$ of $\mathbb{R}$ is an interval iff $[a, b] \subseteq S$ whenever $a, b \in S$ and $a<b$. Do this by considering cases depending on whether or not $S$ is bounded above or bounded below.
4. Consider the function $g(x)=f(x)-x$.
5. (a) For every $x \in D$, there exists a neighborhood $U_{x}$ of $x$ and a number $M_{x}$ such that $f$ is bounded by $M_{x}$ on $U_{x}$. Now $\left\{U_{x}: x \in D\right\}$ is an open cover for $D$. Since $D$ is compact, there exist $x_{1}, \ldots, x_{n}$ in $D$ such that $D \subseteq$ $U_{x_{1}} \cup \cdots \cup U_{x_{n}}$. Let $M=\max \left\{M_{x_{1}}, \ldots, M_{x_{n}}\right\}$. Then $f$ is bounded by $M$ on $D$.

## Section 4

3. (a), (c), (d), (g), and (h) are uniformly continuous.
4. Note that $f(x)=\sqrt{x}$ is uniformly continuous on [0,2] by Theorem 4.6. Then prove $f$ is uniformly continuous on $[1, \infty)$ using Definition 4.1. Given $\varepsilon>0$, let $\delta_{1}$ be the $\delta$ that works on [0,2] and let $\delta_{2}$ be the $\delta$ that works on $[1, \infty)$. Then let $\delta_{3}=\min \left\{1, \delta_{1}, \delta_{2}\right\}$. Show that $\delta_{3}$ satisfies Definition 4.1 on $[0, \infty)$.
5. True.
6. Suppose that $f(D)$ is not bounded. Then there exists a sequence $\left(s_{n}\right)$ in $D$ such that $|f(x)| \geq n$ for each $n$. Now use theorems 4.8.

## Section 5

3. (a) $s_{n} \rightarrow(0,6) ; \quad$ (c) $s_{n} \rightarrow(0,3)$.
4. The proof is similar to the proof of Theorem 2.14, but it is simpler since the statement of Theorem 5.5(c) is less cumbersome than the statement of Theorem 2.2(c). This comes from having the domain of $f$ be equal to $X_{1}$ and not just a subset of $X_{1}$.
5. Use Theorems 5.7 and 5.9.
6. (c) Follow the same strategy as in Example 5.4 to show that $|d(x, D)-d(y, D)| \leq d(x, y)$ for all $x, y \in X$.
7. Prove the contrapositive.

## Differentiation

Having developed our skill at working with limits, we now apply this understanding to the important process of differentiation. Most of the topics covered here will be at least somewhat familiar to the reader from the standard calculus course. In that earlier course a good deal of time was spent on the applications of derivatives in physics, geometry, economics, and the like. By way of contrast, the focus of this chapter will be on the theoretical aspects of differentiation that are often treated more superficially in the introductory course.

After establishing the basic properties of the derivative in Section 1, we prove the mean value theorem and develop some of its consequences in Section 2. In Section 3 we examine indeterminate forms and derive l'Hospital's rule for evaluating them. Finally, in Section 4 we give a brief discussion of Taylor's theorem.

## Section 1 THE DERIVATIVE

1.1 DEFINITION Let $f$ be a real-valued function defined on an interval $I$ containing the point $c$. (We allow the possibility that $c$ is an endpoint of $I$.) We say that $f$ is differentiable at $\boldsymbol{c}$ (or has a derivative at $\boldsymbol{c}$ ) if the limit

$$
\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}
$$
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exists and is finite. We denote the derivative of $f$ at $c$ by $f^{\prime}(c)$ so that

$$
f^{\prime}(c)=\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}
$$

whenever the limit exists and is finite. If the function $f$ is differentiable at each point of the set $S \subseteq I$, then $f$ is said to be differentiable on $S$, and the function $f^{\prime}: S \rightarrow \mathbb{R}$ is called the derivative of $f$ on $S$.
1.2 EXAMPLE Let $f(x)=x^{2}$ for each $x \in \mathbb{R}$. Then for any $c \in \mathbb{R}$ we have

$$
\begin{aligned}
f^{\prime}(c) & =\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}=\lim _{x \rightarrow c} \frac{x^{2}-c^{2}}{x-c} \\
& =\lim _{x \rightarrow c}(x+c)=2 c .
\end{aligned}
$$

It is customary to regard $f^{\prime}$ as a function of $x$ when $f$ is a function of $x$, so we have $f^{\prime}(x)=2 x$ for all $x \in \mathbb{R}$.

Geometrically, the difference quotient $\frac{f(x)-f(c)}{x-c}$ represents the slope of the secant line through the points $(c, f(c))$ and $(x, f(x))$. For example, when $c=1 / 2$ and $x=2$ we find the difference quotient is

$$
\frac{f(2)-f\left(\frac{1}{2}\right)}{2-\frac{1}{2}}=\frac{4-\frac{1}{4}}{2-\frac{1}{2}}=\frac{5}{2}
$$

As $x$ approaches $c$, this ratio approaches the slope of the tangent line at $c$, in this case a slope of 1. (See Figure 1.)

Applying the sequential criterion for limits, we obtain the following sequential condition for derivatives. The sequential approach is often useful when trying to show that a given function is not differentiable at a particular point.
1.3 THEOREM Let $I$ be an interval containing the point $c$ and suppose that $f: I \rightarrow \mathbb{R}$. Then $f$ is differentiable at $c$ iff, for every sequence $\left(x_{n}\right)$ in $I$ that converges to $c$ with $x_{n} \neq c$ for all $n$, the sequence

$$
\left(\frac{f\left(x_{n}\right)-f(c)}{x_{n}-c}\right)
$$

converges. Furthermore, if $f$ is differentiable at $c$, then the sequence of quotients above will converge to $f^{\prime}(c)$.


Figure $1 f(x)=x^{2}$ with $c=1 / 2$ and $x=2$
1.4 EXAMPLE (a) Let $f(x)=|x|$ for each $x \in \mathbb{R}$, and let $x_{n}=(-1)^{n} / n$ for $n \in \mathbb{N}$. Then the sequence $\left(x_{n}\right)$ converges to 0 , but the corresponding sequence of quotients does not converge. (See Figure 2.)


Figure $2 f(x)=|x|$ and $x_{n}=(-1)^{n} / n$

Indeed, when $n$ is even, $x_{n}=1 / n$ so that

$$
\frac{f\left(x_{n}\right)-f(0)}{x_{n}-0}=\frac{1 / n-0}{1 / n-0}=1
$$

But when $n$ is odd we have $x_{n}=-1 / n$, so that

$$
\frac{f\left(x_{n}\right)-f(0)}{x_{n}-0}=\frac{1 / n-0}{-1 / n-0}=-1
$$

Since the two subsequences have different limits, the sequence

$$
\left(\frac{f\left(x_{n}\right)-f(0)}{x_{n}-0}\right)
$$

does not converge. Thus $f$ is not differentiable at zero.
(b) Let $f(x)=3 x^{2}+1$ if $x<1$ and $f(x)=2 x^{3}+2$ if $x \geq 1$. To see if $f$ is differentiable at $x=1$, we note that $f(1)=4$ and look at the one-sided limits for the derivative at $x=1$ :

$$
\begin{aligned}
& \qquad \begin{aligned}
\lim _{x \rightarrow 1-} \frac{f(x)-f(1)}{x-1} & =\lim _{x \rightarrow 1-} \frac{\left(3 x^{2}+1\right)-4}{x-1}=\lim _{x \rightarrow 1-} \frac{3 x^{3}-3}{x-1} \\
& =\lim _{x \rightarrow 1-} 3(x+1)=3 \cdot 2=6
\end{aligned} \\
& \text { and } \begin{aligned}
\lim _{x \rightarrow 1+} \frac{f(x)-f(1)}{x-1} & =\lim _{x \rightarrow 1+} \frac{\left(2 x^{3}+2\right)-4}{x-1}=\lim _{x \rightarrow 1+} \frac{2 x^{3}-2}{x-1} \\
& =\lim _{x \rightarrow 1+} 2\left(x^{2}+x+1\right)=2 \cdot 3=6 .
\end{aligned} .
\end{aligned}
$$

Since these limits agree, we conclude that $f^{\prime}(1)$ exists and is equal to 6 .
1.5 PRACTICE Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=x \sin (1 / x)$ if $x \neq 0$ and $f(0)=0$. Determine whether or not $f$ is differentiable at $x=0$.

We see from Example 1.4(a) and Practice 1.5 that it is possible for a function to be continuous at a point without being differentiable at the point. On the other hand, it is easy to prove that if $f$ is differentiable at a point, then it must also be continuous there.
1.6 THEOREM If $f: I \rightarrow \mathbb{R}$ is differentiable at a point $c \in I$, then $f$ is continuous at $c$.

Proof: For every $x \in I$ with $x \neq c$, we have

$$
f(x)=(x-c) \frac{f(x)-f(c)}{x-c}+f(c)
$$

Since $f^{\prime}(c)$ exists, we know that

$$
\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}=f^{\prime}(c) \in \square .
$$

Thus we obtain

$$
\begin{aligned}
\lim _{x \rightarrow c} f(x) & =\left[\lim _{x \rightarrow c}(x-c)\right]\left[\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}\right]+\lim _{x \rightarrow c} f(c) \\
& =0 \cdot f^{\prime}(c)+f(c)=f(c) .
\end{aligned}
$$

Hence $f$ is continuous at $c$.

We now present the useful (and familiar) rules for taking the derivative of sums, products, and quotients of functions.
1.7 THEOREM Suppose that $f: I \rightarrow \mathbb{R}$ and $g: I \rightarrow \mathbb{R}$ are differentiable at $c \in I$. Then
(a) If $k \in \mathbb{R}$, then the function $k f$ is differentiable at $c$ and

$$
(k f)^{\prime}(c)=k \cdot f^{\prime}(c) .
$$

(b) The function $f+g$ is differentiable at $c$ and

$$
(f+g)^{\prime}(c)=f^{\prime}(c)+g^{\prime}(c)
$$

(c) (Product Rule) The function $f g$ is differentiable at $c$ and

$$
(f \mathrm{~g})^{\prime}(c)=f(c) g^{\prime}(c)+g(c) f^{\prime}(c)
$$

(d) (Quotient Rule) If $g(c) \neq 0$, then the function $f / g$ is differentiable at $c$ and

$$
\left(\frac{f}{g}\right)^{\prime}(c)=\frac{g(c) f^{\prime}(c)-f(c) g^{\prime}(c)}{[g(c)]^{2}}
$$

Proof: Parts (a) and (b) are left as exercises.
(c) For every $x \in I$ with $x \neq c$, we have

$$
\frac{(f g)(x)-(f g)(c)}{x-c}=f(x) \frac{g(x)-g(c)}{x-c}+g(c) \frac{f(x)-f(c)}{x-c} .
$$

Theorem 1.6 implies that $f$ is continuous at $c$, so $\lim _{x \rightarrow c} f(x)=f(c)$. Since $f$ and $g$ are differentiable at $c$, we conclude that

$$
(f g)^{\prime}(c)=\lim _{x \rightarrow c} \frac{(f g)(x)-(f g)(c)}{x-c}=f(c) g^{\prime}(c)+g(c) f^{\prime}(c) .
$$

(d) Since $g(c) \neq 0$ and $g$ is continuous at $c$, there exists an interval $J \subseteq I$ with $c \in J$ such that $g(x) \neq 0$ for all $x \in J$. For all $x \in J$ with $x \neq c$, we have

$$
\begin{aligned}
\left(\frac{f}{g}\right)(x)-\left(\frac{f}{g}\right)(c) & =\frac{f(x)}{g(x)}-\frac{f(c)}{g(c)}=\frac{g(c) f(x)-f(c) g(x)}{g(x) g(c)} \\
& =\frac{g(c) f(x)-g(c) f(c)+g(c) f(c)-f(c) g(x)}{g(x) g(c)}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left(\frac{f}{g}\right)^{\prime}(c) & =\lim _{x \rightarrow c} \frac{(f / g)(x)-(f / g)(c)}{x-c} \\
& =\lim _{x \rightarrow c}\left\{\left[g(c) \frac{f(x)-f(c)}{x-c}-f(c) \frac{g(x)-g(c)}{x-c}\right]\left[\frac{1}{g(x) g(c)}\right]\right\} \\
& =\frac{g(c) f^{\prime}(c)-f(c) g^{\prime}(c)}{[g(c)]^{2}}
\end{aligned}
$$

1.8 EXAMPLE To illustrate the use of Theorem 1.7, let us show that for any $n \in \mathbb{N}$, if $f(x)=x^{n}$ for all $x \in \mathbb{R}$, then $f^{\prime}(x)=n x^{n-1}$ for all $x \in \mathbb{R}$. Our proof is by induction.

When $n=1$ we have $f(x)=x$, so that

$$
f^{\prime}(x)=\lim _{t \rightarrow x} \frac{f(t)-f(x)}{t-x}=\lim _{t \rightarrow x} \frac{t-x}{t-x}=\lim _{t \rightarrow x} 1=1=1 x^{0},
$$

and the formula holds. ${ }^{\dagger}$ Now suppose that the formula holds for $n=k$. That is, if $f(x)=x^{k}$, then $f^{\prime}(x)=k x^{k-1}$. We write the function $g(x)=x^{k+1}$ as the product of two functions and use the product rule of Theorem 1.7. Let $f(x)=$ $x^{k}$ and $h(x)=x$. Then $g(x)=f(x) h(x)$, so that

$$
\begin{aligned}
g^{\prime}(x) & =f(x) h^{\prime}(x)+h(x) f^{\prime}(x) \\
& =\left(x^{k}\right)(1)+(x)\left(k x^{k-1}\right)=(k+1) x^{k} .
\end{aligned}
$$

Thus the formula holds for $n=k+1$, and by induction we conclude that it holds for all $n \in \mathbb{N}$.

We also note that the formula holds for $n=0$. That is, if $f(x)=1$ for all $x$, then $f$ is differentiable for all $x$ and $f^{\prime}(x)=0$.
${ }^{\dagger}$ When $n=1$ so that $f(x)=x$, the derivative formula gives $f^{\prime}(x)=1 x^{0}$. Clearly we want $f^{\prime}(x)$ to be 1 when $x=0$, and this requires us to interpret $0^{0}$ to be 1 . This is one of the reasons some mathematicians want to define $0^{0}=1$, at least in those cases where we are not dealing with limits such as $\lim _{x \rightarrow 0} f(x)^{g(x)}$, and $\lim f(x)=\lim g(x)=0$. See Section 3.
1.9 PRACTICE Let $n$ be a negative integer and let $f(x)=x^{n}$ for $x \neq 0$. Note that $-n$ is positive and if $g(x)=x^{-n}$, then $f(x)=(1 / g)(x)$. Use Example 1.8 and the quotient rule of Theorem 1.7 to show that $f^{\prime}(x)=n x^{n-1}$.

We know that the composition of two continuous functions is continuous. A similar result holds for the composition of differentiable functions, and it is known as the chain rule.
1.10 THEOREM (Chain Rule) Let $I$ and $J$ be intervals in $\mathbb{R}$, let $f: I \rightarrow \mathbb{R}$ and $g: J \rightarrow \mathbb{R}$, where $f(I) \subseteq J$, and let $c \in I$. If $f$ is differentiable at $c$ and $g$ is differentiable at $f(c)$, then the composite function $g \circ f$ is differentiable at $c$ and

$$
(g \circ f)^{\prime}(c)=g^{\prime}(f(c)) \cdot f^{\prime}(c)
$$

Proof: Following our usual approach, we write

$$
\frac{(g \circ f)(x)-(g \circ f)(c)}{x-c}=\frac{g(f(x))-g(f(c))}{f(x)-f(c)} \cdot \frac{f(x)-f(c)}{x-c}
$$

It would seem that by taking the limit of both sides as $x \rightarrow c$ we would obtain the desired result. The only problem is that $f(x)-f(c)$ may be zero even when $x-c \neq 0$. Thus the first factor in the right-hand side may have a zero denominator. To circumvent this problem, we note that

$$
\lim _{y \rightarrow f(c)} \frac{g(y)-g(f(c))}{y-f(c)}=g^{\prime}(f(c))
$$

since $g$ is differentiable at $f(c)$. Thus we define a new function $h: J \rightarrow \mathbb{R}$ by

$$
h(y)= \begin{cases}\frac{g(y)-g(f(c))}{y-f(c)}, & \text { if } y \neq f(c) \\ g^{\prime}(f(c)), & \text { if } y=f(c)\end{cases}
$$

and see that $h$ is continuous at $f(c)$.
Now since $f$ is differentiable at $c$, Theorem 1.6 implies that $f$ is continuous at $c$. Hence $h \circ f$ is continuous at $c$, so that

$$
\lim _{x \rightarrow c}(h \circ f)(x)=h(f(c))=g^{\prime}(f(c)) .
$$

It follows from our definition of $h$ that

$$
g(y)-g(f(c))=h(y)[y-f(c)], \quad \text { for all } y \in J
$$

Thus, if $x \in I$, then $f(x) \in J$, so that

$$
(g \circ f)(x)-(g \circ f)(c)=[(h \circ f)(x)][f(x)-f(c)]
$$

But then for $x \in I$ with $x \neq c$, we have

$$
\frac{(g \circ f)(x)-(g \circ f)(c)}{x-c}=[(h \circ f)(x)]\left[\frac{f(x)-f(c)}{x-c}\right]
$$

Now we can take the limit of both sides as $x \rightarrow c$ to obtain

$$
\begin{aligned}
(g \circ f)^{\prime}(c) & =\lim _{x \rightarrow c} \frac{(g \circ f)(x)-(g \circ f)(c)}{x-c} \\
& =\lim _{x \rightarrow c}[(h \circ f)(x)] \cdot \lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c} \\
& =g^{\prime}(f(c)) \cdot f^{\prime}(c) .
\end{aligned}
$$

1.11 EXAMPLE Let us return to the function defined in Practice 1.5. That is, $f(x)=$ $x \sin (1 / x)$ if $x \neq 0$ and $f(0)=0$. Using the fact that the derivative of $\sin x$ is $\cos x$ for all $x \in \mathbb{R}$, we compute the derivative of $f$ at any point $x \neq 0$. Let $h(x)=\sin (1 / x)$, so that $f(x)=x h(x)$. Then for $x \neq 0$ the chain rule gives us

$$
h^{\prime}(x)=\left[\cos \frac{1}{x}\right]\left[-x^{-2}\right]
$$

where we have differentiated $1 / x=x^{-1}$ using the formula from Practice 1.9. Thus by the product rule of Theorem 1.7 we have

$$
\begin{aligned}
f^{\prime}(x) & =x h^{\prime}(x)+h(x) \\
& =-\frac{1}{x} \cos \frac{1}{x}+\sin \frac{1}{x}
\end{aligned}
$$

for all $x \neq 0$. We saw in Practice 1.5 that $f^{\prime}(0)$ does not exist, so $f$ is a (continuous) function that has a derivative at every real $x$ except $x=0 .^{\dagger}$

Review of Key Terms in Section 1
Differentiable at $c$
Chain rule

[^14]
## ANSWERS TO PRACTICE PROBLEMS

1.5 For $x \neq 0$ we have

$$
\frac{f(x)-f(0)}{x-0}=\frac{x \sin (1 / x)}{x}=\sin \frac{1}{x} .
$$

We know that $\lim _{x \rightarrow 0} \sin (1 / x)$ does not exist. Thus $f$ is not differentiable at $x=0$.
1.9 Since $-n \in \mathbb{N}$, the function $g(x)=x^{-n}$ is differentiable by Example 1.8 and $g^{\prime}(x)=-n x^{-n-1}$. Using the quotient rule of Theorem 1.7, we have

$$
\begin{aligned}
f^{\prime}(x) & =\left(\frac{1}{g}\right)^{\prime}(x)=\frac{[g(x)][0]-[1]\left[g^{\prime}(x)\right]}{[g(x)]^{2}} \\
& =\frac{-(-n) x^{-n-1}}{\left(x^{-n}\right)^{2}}=n x^{n-1}
\end{aligned}
$$

## 1 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $c$ be a point in the interval $I$ and suppose $f: I \rightarrow \mathbb{R}$. Mark each statement True or False. Justify each answer.
(a) The derivative of $f$ at $c$ is defined by

$$
f^{\prime}(c)=\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}
$$

wherever the limit exists.
(b) If $f$ is continuous at $c$, then $f$ is differentiable at $c$.
(c) If $f$ is differentiable at $c$, then $f$ is continuous at $c$.
2. Let $c$ be a point in the interval $I$ and suppose $f: I \rightarrow \mathbb{R}$. Mark each statement True or False. Justify each answer.
(a) If $f$ is differentiable at $c$, then for any $k \in \mathbb{R}, k f$ is differentiable at $c$.
(b) Suppose $g: I \rightarrow \mathbb{R}$. If $f$ and $g$ are differentiable at $c$, then $f+g$ is differentiable at $c$.
(c) Suppose $g: I \rightarrow \mathbb{R}$. If $f$ and $g$ are differentiable at $c$, then $g \circ f$ is differentiable at $c$.
3. Determine if each function is differentiable at $x=1$. If it is, find the derivative. If not, explain why not.
(a) $f(x)= \begin{cases}2 x-1 & \text { if } x<1 \\ x^{2} & \text { if } x \geq 1\end{cases}$
(b) $f(x)= \begin{cases}3 x-1 & \text { if } x<1 \\ x^{3} & \text { if } x \geq 1\end{cases}$
(c) $f(x)= \begin{cases}3 x-2 & \text { if } x<1 \\ x^{2} & \text { if } x \geq 1\end{cases}$
4. Use Definition 1.1 to find the derivative of each function.
(a) $f(x)=3 x+5$ for $x \in \mathbb{R}$
(b) $f(x)=x^{3}$ for $x \in \mathbb{R}$
(c) $f(x)=\frac{1}{x}$ for $x \neq 0$
(d) $f(x)=\sqrt{x}$ for $x>0$
(e) $f(x)=\frac{1}{\sqrt{x}}$ for $x>0$
5. Let $f(x)=x^{1 / 3}$ for $x \in \mathbb{R}$.
(a) Use Definition 1.1 to prove that $f^{\prime}(x)=\frac{1}{3} x^{-2 / 3}$ for $x \neq 0$. is
(b) Show that $f$ is not differentiable at $x=0$.
*6. Let $f(x)=x^{2} \sin (1 / x)$ for $x \neq 0$ and $f(0)=0$.
(a) Use the chain rule and the product rule to show that $f$ is differentiable at each $c \neq 0$ and find $f^{\prime}(c)$. (You may assume that the derivative of $\sin x$ is $\cos x$ for all $x \in \mathbb{R}$.)
(b) Use Definition 1.1 to show that $f$ is differentiable at $x=0$ and find $f^{\prime}(0)$.
(c) Show that $f^{\prime}$ is not continuous at $x=0$.
(d) Let $g(x)=x^{2}$ if $x \leq 0$ and $g(x)=x^{2} \sin (1 / x)$ if $x>0$. Determine whether or not $g$ is differentiable at $x=0$. If it is, find $g^{\prime}(0)$.
7. Determine for which values of $x$ each function from $\mathbb{R}$ to $\mathbb{R}$ is differentiable and find the derivative.
(a) $f(x)=|x-1|$
(b) $f(x)=\left|x^{2}-1\right|$ *
(c) $f(x)=|x|$

*8. Let $f(x)=x^{2} \sin \left(1 / x^{2}\right)$ for $x \neq 0$ and $f(0)=0$.
(a) Show that $f$ is differentiable on $\mathbb{R}$.
(b) Show that $f^{\prime}$ is not bounded on the interval $[-1,1]$.
9. Let $f(x)=x^{2}$ if $x \geq 0$ and $f(x)=0$ if $x<0$.
(a) Show that $f$ is differentiable at $x=0$. As
(b) Find $f^{\prime}(x)$ for all real $x$ and sketch the graph of $f^{\prime}$.
(c) Is $f^{\prime}$ continuous on $\mathbb{R}$ ? Is $f^{\prime}$ differentiable on $\mathbb{R}$ ? $\begin{gathered}\text { s }\end{gathered}$
10. Complete the proof of parts (a) and (b) of Theorem 1.7.
11. Let $f(x)=x^{2}$ if $x$ is rational and $f(x)=0$ if $x$ is irrational.
(a) Prove that $f$ is continuous at exactly one point, namely at $x=0$.
(b) Prove that $f$ is differentiable at exactly one point, namely at $x=0$.
12. Prove: If a polynomial $p(x)$ is divisible by $(x-a)^{2}$, then $p^{\prime}(x)$ is divisible by $(x-a)$.
13. Let $f, g$, and $h$ be real-valued functions that are differentiable on an interval $I$. Prove that the product function $f g h: I \rightarrow \mathbb{R}$ is differentiable on $I$ and find $(f g h)^{\prime}$. $\boldsymbol{i s}$
14. Let $f: I \rightarrow J, g: J \rightarrow K$, and $h: K \rightarrow \mathbb{R}$, where $I, J$, and $K$ are intervals. Suppose that $f$ is differentiable at $c \in I, g$ is differentiable at $f(c)$, and $h$ is differentiable at $g(f(c))$. Prove that $h \circ(g \circ f)$ is differentiable at $c$ and find the derivative.
15. Suppose that $f: I \rightarrow \mathbb{R}$ and $g: I \rightarrow \mathbb{R}$ are differentiable at $c \in I$ and that $g(c) \neq 0$.
(a) Use Exercise 4(c) and the chain rule [Theorem 1.10] to show that $(1 / g)^{\prime}(c)=-g^{\prime}(c) /[g(c)]^{2}$.
(b) Use part (a) and the product rule [Theorem 1.7(c)] to derive the quotient rule [Theorem 1.7(d)].
16. Let $I$ and $J$ be intervals and suppose that the function $f: I \rightarrow J$ is twice differentiable on $I$. That is, the derivative $f^{\prime}$ exists and is itself differentiable on $I$. (We denote the derivative of $f^{\prime}$ by $f^{\prime \prime}$.) Suppose also that the function $g: J \rightarrow \mathbb{R}$ is twice differentiable on $J$. Prove that $g \circ f$ is twice differentiable on $I$ and find $(g \circ f)^{\prime \prime}$.
17. Let $f: I \rightarrow \mathbb{R}$, where $I$ is an open interval containing the point $c$, and let $k \in \mathbb{R}$. Prove the following.
(a) $f$ is differentiable at $c$ with $f^{\prime}(c)=k$ iff $\lim _{h \rightarrow 0}[f(c+h)-f(c)] / h=k$.
*(b) If $f$ is differentiable at $c$ with $f^{\prime}(c)=k$, then $\lim _{h \rightarrow 0}[f(c+h)-$ $f(c-h)] / 2 h=k$.
(c) If $f$ is differentiable at $c$ with $f^{\prime}(c)=k$, then $\lim _{n \rightarrow \infty} n[f(c+1 / n)-$ $f(c)]=k$.
(d) Find counterexamples to show that the converses of parts (b) and (c) are not true.
18. A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is called an even function if $f(-x)=f(x)$ for all $x \in \mathbb{R}$. If $f(-x)=-f(x)$ for all $x \in \mathbb{R}$, then $f$ is called an odd function.
(a) Prove that if $f$ is a differentiable even function, then $f^{\prime}$ is an odd function.
(b) Prove that if $f$ is a differentiable odd function, then $f^{\prime}$ is an even function.
19. Suppose that $f^{\prime}(0)$ exists and that $f(x+y)=f(x) \cdot f(y)$ for all $x, y \in \mathbb{R}$.
(a) Use Exercise 17(a) to prove that $f^{\prime}$ exists for all $x \in \mathbb{R}$. is
(b) Find several different functions that satisfy the given conditions.

## Section 2 THE MEAN VALUE THEOREM

The mean value theorem (also called the law of the mean) is one of the most important theoretical results in differential calculus. Its proof depends on the fact that a continuous function defined on a compact set assumes its maximum and minimum values. In this section we establish the theorem and derive several of its corollaries. We begin with a preliminary result about maxima and minima that is also of interest in its own right.
2.1 THEOREM If $f$ is differentiable on an open interval $(a, b)$ and if $f$ assumes its maximum or minimum at a point $c \in(a, b)$, then $f^{\prime}(c)=0$.

Proof: Suppose that $f$ assumes its maximum at $c$. That is, $f(x) \leq f(c)$ for all $x \in(a, b)$. Let $\left(x_{n}\right)$ be a sequence converging to $c$ such that $a<x_{n}<c$ for all $n$. (Since $a<c$ we may, for example, take $x_{n}=c-1 / n$ for $n$ sufficiently large.) Then, since $f$ is differentiable at $c$, Theorem 1.3 implies that the sequence

$$
\left(\frac{f\left(x_{n}\right)-f(c)}{x_{n}-c}\right)
$$

converges to $f^{\prime}(c)$. But each term in this sequence of quotients is nonnegative, since $f\left(x_{n}\right) \leq f(c)$ and $x_{n}<c$. Thus $f^{\prime}(c) \geq 0$.

Similarly, let $\left(y_{n}\right)$ be a sequence converging to $c$ such that $c<y_{n}<b$ for all $n$. Then the terms of the sequence

$$
\left(\frac{f\left(y_{n}\right)-f(c)}{y_{n}-c}\right)
$$

are all nonpositive, since $f\left(y_{n}\right) \leq f(c)$ and $y_{n}>c$. Since the sequence of quotients again converges to $f^{\prime}(c)$, we must have $f^{\prime}(c) \leq 0$. Therefore, we conclude that $f^{\prime}(c)=0$.

The case in which $f$ has a minimum at $c$ can be obtained by applying the above result to the function $-f$.

In beginning calculus when we wished to find the maximum (or minimum) of a continuous function $f$ on a closed interval $[a, b]$, we considered the following three types of points:

1. The points $x$ where $f^{\prime}(x)=0$
2. The endpoints $a$ and $b$
3. The points where $f$ is not differentiable

In most, but not all, applications the extreme value will actually occur at a point of the first type where the derivative is zero. It is Theorem 2.1 that justifies this approach.

For our present purposes, we shall use Theorem 2.1 to prove Rolle's theorem, which is a special case of the mean value theorem.
2.2 THEOREM (Rolle's Theorem) Let $f$ be a continuous function on $[a, b]$ that is differentiable on $(a, b)$ and such that $f(a)=f(b)$. Then there exists at least one point $c$ in $(a, b)$ such that $f^{\prime}(c)=0$.

Proof: Since $f$ is continuous and $[a, b]$ is compact, there exist points $x_{1}$ and $x_{2}$ in $[a, b]$ such that $f\left(x_{1}\right) \leq f(x) \leq f\left(x_{2}\right)$ for all $x \in[a, b]$. If $x_{1}$ and $x_{2}$ are both endpoints of $[a, b]$, then $f(x)=f(a)=f(b)$ for all $x \in[a, b]$. In this case $f$ is a constant function and $f^{\prime}(x)=0$ for all $x \in(a, b)$. Otherwise, $f$ assumes either a maximum or a minimum at some point $c \in$ $(a, b)$. But then, by Theorem 2.1, $f^{\prime}(c)=0$.


Figure 1 Rolle's theorem

The geometric interpretation of Rolle's theorem is that, if the graph of a differentiable function has the same height at two points, say where $x=a$ and $x=b$, then for some point $c$ between $a$ and $b$ there is a horizontal tangent. (See Figure 1.) If we allow the function to have different values at the endpoints, then we cannot be assured of a horizontal tangent, but there will be a point $c$ in $(a, b)$ such that the tangent to the graph at $x=c$ will be parallel to the chord between the endpoints of the graph. (See Figure 2.) This is the essence of the mean value theorem.


Figure 2 The mean value theorem
2.3 THEOREM (Mean Value Theorem) Let $f$ be a continuous function on $[a, b]$ that is differentiable on $(a, b)$. Then there exists at least one point $c \in(a, b)$ such that

$$
f^{\prime}(c)=\frac{f(b)-f(a)}{b-a}
$$

Proof: Figure 2 suggests that we might try to apply Rolle's theorem to the function $h$ representing the difference between the graph of $f$ and the chord. To this end, we let $g$ be the function whose graph is the chord between the endpoints $(a, f(a))$ and $(b, f(b))$. That is,

$$
g(x)=\frac{f(b)-f(a)}{b-a}(x-a)+f(a), \quad \text { for all } x \in[a, b] .
$$

Then the function $h=f-g$ is continuous on $[a, b]$ and differentiable on $(a, b)$. Since $h(a)=h(b)=0, h$ satisfies the hypotheses of Rolle's theorem (2.2). Thus there exists a point $c \in(a, b)$ such that $h^{\prime}(c)=0$. But then

$$
0=h^{\prime}(c)=f^{\prime}(c)-g^{\prime}(c)=f^{\prime}(c)-\frac{f(b)-f(a)}{b-a}
$$

### 2.4 EXAMPLE

(a) As an illustration of one use of the mean value theorem, let us derive Bernoulli's inequality for $x>0$ :

$$
(1+x)^{n} \geq 1+n x \quad \text { for all } n \in \mathbb{N}
$$

Let $f(t)=(1+t)^{n}$ on the interval $[0, x]$. Then by the mean value theorem there exists $c \in(0, x)$ such that

$$
f(x)-f(0)=f^{\prime}(c)(x-0)
$$

Thus we have

$$
(1+x)^{n}-1=n(1+c)^{n-1}(x) \geq n x,
$$

since $f^{\prime}(c)=n(1+c)^{n-1}, 1+c>1$, and $n-1 \geq 0$.
Note that this same argument can be used for any real number $n \geq 1$ as soon as we know that the derivative formula holds for all real exponents.
(b) We can also use the mean value theorem to estimate the value of a function near a point. For example, we can estimate $\sqrt{40}$ by using the fact that it is close to $\sqrt{36}=6$. Applying the mean value theorem to the function $f(x)=\sqrt{x}$ on the interval $[36,40]$, we have

$$
\sqrt{40}-\sqrt{36}=\frac{1}{2} c^{-\frac{1}{2}}(40-36)
$$

for some $c \in[36,40]$. Now $36<c<40$ implies $6<\sqrt{c}<\sqrt{40}<7$ and $1 / 7<$ $1 / \sqrt{c}<1 / 6$. Thus

$$
\frac{1}{2}\left(\frac{1}{7}\right)(4)<\sqrt{40}-6<\frac{1}{2}\left(\frac{1}{6}\right)(4)
$$

or $\frac{2}{7}<\sqrt{40}-6<\frac{1}{3}$ and $6 \frac{2}{7}<\sqrt{40}<6 \frac{1}{3}$.
Note that we could have used the interval [40,49], but since it is longer than $[36,40]$, we would not expect the estimate to be as good.
2.5 PRACTICE Use the mean value theorem to establish Bernoulli's inequality for $x \in(-1,0)$ by letting $f(t)=(1+t)^{n}$ on the interval $[x, 0]$.

In our next several results we show how the mean value theorem can be used to relate the properties of a function $f$ and its derivative $f^{\prime}$.
2.6 THEOREM Let $f$ be continuous on $[a, b]$ and differentiable on $(a, b)$. If $f^{\prime}(x)=0$ for all $x \in(a, b)$, then $f$ is constant on $[a, b]$.

Proof: Suppose that $f$ were not constant on $[a, b]$. Then there would exist $x_{1}$ and $x_{2}$ such that $a \leq x_{1}<x_{2} \leq b$ and $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. But then, by the mean value theorem, for some $c \in\left(x_{1}, x_{2}\right)$ we would have $f^{\prime}(c)=$ $\left[f\left(x_{2}\right)-f\left(x_{1}\right)\right] /\left(x_{2}-x_{1}\right) \neq 0$, a contradiction.
2.7 COROLLARY Let $f$ and $g$ be continuous on $[a, b]$ and differentiable on $(a, b)$. Suppose that $f^{\prime}(x)=g^{\prime}(x)$ for all $x \in(a, b)$. Then there exists a constant $C$ such that $f=g+C$ on $[a, b]$.

Proof: This follows directly by applying Theorem 2.6 to the function $f$

$$
-g .
$$

A function $f$ is said to be strictly increasing on an interval $I$ if $x_{1}<x_{2}$ in $I$ implies that $f\left(x_{1}\right)<f\left(x_{2}\right)$. [For strictly decreasing we have $x_{1}<x_{2}$ in $I$ implies that $f\left(x_{1}\right)>f\left(x_{2}\right)$.]
2.8 THEOREM Let $f$ be differentiable on an interval $I$. Then
(a) if $f^{\prime}(x)>0$ for all $x \in I$, then $f$ is strictly increasing on $I$, and
(b) if $f^{\prime}(x)<0$ for all $x \in I$, then $f$ is strictly decreasing on $I$.

Proof: (a) Suppose that $f^{\prime}(x)>0$ for all $x \in I$, and let $x_{1}, x_{2} \in I$ with $x_{1}<x_{2}$. Since $f$ is continuous on $\left[x_{1}, x_{2}\right]$ and differentiable on $\left(x_{1}, x_{2}\right)$, the mean value theorem implies that there exists a point $c \in\left(x_{1}, x_{2}\right)$ such that

$$
f\left(x_{2}\right)-f\left(x_{1}\right)=f^{\prime}(c)\left(x_{2}-x_{1}\right) .
$$

Since $f^{\prime}(c)>0$ and $x_{2}-x_{1}>0$, we must have $f\left(x_{2}\right)>f\left(x_{1}\right)$. Thus $f$ is strictly increasing on $I$.

The proof of $(b)$ is similar.
we know that continuous functions satisfy the intermediate value property. In our next theorem we show that derivatives also have this property, even though they are not necessarily continuous (see Exercise 1.6).
2.9 THEOREM (Intermediate Value Theorem for Derivatives) Let $f$ be differentiable on [ $a, b]$ and suppose that $k$ is a number between $f^{\prime}(a)$ and $f^{\prime}(b)$. Then there exists a point $c \in(a, b)$ such that $f^{\prime}(c)=k$.

Proof: We assume that $f^{\prime}(a)<k<f^{\prime}(b)$, the proof of the other case being similar. For $x \in[a, b]$, let $g(x)=f(x)-k x$. Then $g$ is differentiable on $[a, b]$ and $g^{\prime}(a)<0<g^{\prime}(b)$. Since $g$ is continuous on the compact set $[a, b], g$ assumes its minimum at some point $c \in[a, b]$. We claim that $c$ $\in(a, b)$.

Since

$$
g^{\prime}(b)=\lim _{x \rightarrow b} \frac{g(x)-g(b)}{x-b}>0,
$$

the ratio $[g(x)-g(b)] /(x-b)$ is positive for all $x \in U \cap[a, b]$, where $U$ is some deleted neighborhood of $b$. Thus, for $x<b$
with $x \in U$, we must have $g(x)<g(b)$. Hence $g(b)$ is not the minimum of $g$ on $[a, b]$, so $c \neq b$. Since $g^{\prime}(a)<0$, a similar argument shows that $c \neq a$.

We conclude that $c \in(a, b)$, so Theorem 2.1 implies that $g^{\prime}(c)=0$. But then $f^{\prime}(c)=g^{\prime}(c)+k=k$.

We conclude this section by looking at the derivative of an inverse function.
2.10 THEOREM (Inverse Function Theorem) Suppose that $f$ is differentiable on an interval $I$ and $f^{\prime}(x) \neq 0$ for all $x \in I$. Then $f$ is injective, $f^{-1}$ is differentiable on $f(I)$, and

$$
\left(f^{-1}\right)^{\prime}(y)=\frac{1}{f^{\prime}(x)}
$$

where $y=f(x)$.
Proof: Since $f^{\prime}(x) \neq 0$ for all $x \in I$, it follows from Theorem 2.9 that either $f^{\prime}(x)>0$ for all $x \in I$ or $f^{\prime}(x)<0$ for all $x \in I$. We shall assume that $f^{\prime}(x)>0$ for all $x \in I$, the other case being similar. Theorem 2.8 says that $f$ is strictly increasing on $I$, so that $f$ is injective. Since $f$ is continuous, $f(I)$ is an interval.

To see that $f^{-1}$ is differentiable on $f(I)$, let $y \in f(I)$ and let $\left(y_{n}\right)$ be any sequence in $f(I)$ that converges to $y$ with $y_{n} \neq y$ for all $n$. Since $f$ is injective, we may let $x=f^{-1}(y)$ and for each $n \in \mathbb{N}$, let $x_{n}=f^{-1}\left(y_{n}\right)$. Then, since $f^{-1}$ is continuous, the sequence $\left(x_{n}\right)$ converges to $x$. Furthermore, each $x_{n} \neq x$ because $f$ is injective. Since $f$ has a nonzero derivative at $x$, we have

$$
\lim _{n \rightarrow \infty} \frac{f\left(x_{n}\right)-f(x)}{x_{n}-x}=f^{\prime}(x) \neq 0
$$

so

$$
\lim _{n \rightarrow \infty} \frac{f^{-1}\left(y_{n}\right)-f^{-1}(y)}{y_{n}-y}=\lim _{n \rightarrow \infty} \frac{x_{n}-x}{f\left(x_{n}\right)-f(x)}=\frac{1}{f^{\prime}(x)}
$$

Thus by Theorem 1.3, $f^{-1}$ is differentiable at $y$ and $\left(f^{-1}\right)^{\prime}(y)=1 / f^{\prime}(x)$.
2.11 PRACTICE Let $n \in \mathbb{N}$ and let $y=f(x)=x^{1 / n}$ for $x>0$. Then $f$ is the inverse of the function $g(y)=y^{n}$. Use Theorem 2.10 to verify the familiar derivative formula for $f: f^{\prime}(x)=(1 / n) x^{1 / n-1}$.
2.12 EXAMPLE $\quad$ Define $f:[0, \infty) \rightarrow \mathbb{R}$ by $f(x)=x^{2}+1$ and $g(x):[1, \infty) \rightarrow \mathbb{R}$ by $g(x)=\sqrt{x-1}$. Recall that $g$ is the inverse of $f$. (See Figure 3.) We note that $f(2)=5$ and $f^{\prime}(x)=2 x$, so $f^{\prime}(2)=4$.

We also have $g^{\prime}(x)=\frac{1}{2}(x-1)^{-\frac{1}{2}}$, so that $g^{\prime}(5)=\frac{1}{4}$, illustrating that

$$
\left(f^{-1}\right)^{\prime}(5)=\frac{1}{f^{\prime}(2)}
$$



Figure 3 Inverse function theorem for $f(x)=x^{2}+1$

- Review of Key Terms in Section 2

Rolle's theorem Mean value theorem

Intermediate value theorem for derivatives Inverse function theorem

## ANSWERS TO PRACTICE PROBLEMS

2.5 We obtain $f(0)-f(x)=f^{\prime}(c)(0-x)$ for some $c \in(x, 0)$. Thus we have

$$
1-(1+x)^{n}=n(1+c)^{n-1}(-x) \leq-n x,
$$

since $0<1+c<1$ and $n-1 \geq 0$. It follows that $(1+x)^{n} \geq 1+n x$.
$2.11 f^{\prime}(x)=\frac{1}{g^{\prime}(y)}=\frac{1}{n y^{n-1}}=\frac{1}{n\left(x^{1 / n}\right)^{n-1}}=\frac{1}{n} x^{1 / n-1}$

## 2 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with $\dot{*}$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) A continuous function defined on a bounded interval assumes maximum and minimum values.
(b) If $f$ is continuous on $[a, b]$, then there exists a point $c \in(a, b)$ such that $f^{\prime}(c)=[f(b)-f(a)] /(b-a)$.
(c) Suppose $f$ is differentiable on $(a, b)$. If $c \in(a, b)$ and $f^{\prime}(c)=0$, then $f(c)$ is either the maximum or the minimum of $f$ on $(a, b)$.
2. Mark each statement True or False. Justify each answer.
(a) Suppose $f$ and $g$ are continuous on $[a, b]$ and differentiable on $(a, b)$. If $f^{\prime}(x)=g^{\prime}(x)$ for all $x \in(a, b)$, then $f$ and $g$ differ by a constant.
(b) If $f$ is differentiable on $(a, b)$ and $c \in(a, b)$, then $f^{\prime}$ is continuous at $c$.
(c) Suppose $f$ is differentiable on an interval $I$. If $f$ is not injective on $I$, then there exists a point $c \in I$ such that $f^{\prime}(c)=0$.
3. Let $f(x)=x^{2}-4 x+5$ for $x \in[0,3]$. $\vec{~}$
(a) Find where $f$ is strictly increasing and where it is strictly decreasing.
(b) Find the maximum and minimum of $f$ on $[0,3]$.
4. Repeat Exercise 3 for $f(x)=\left|x^{2}-1\right|$ on $[0,2]$.
5. Use the mean value theorem to establish the following inequalities. (You may assume any relevant derivative formulas from calculus.)
(a) $e^{x}>1+x$ for $x>0$
(b) $\frac{x-1}{x}<\ln x<x-1$ for $x>1$
(c) $7 \frac{1}{4}<\sqrt{53}<7 \frac{2}{7}$
(d) $\sqrt{1+x}<1+\frac{1}{2} x$ for $x>0$
(e) $\sqrt{1+x}<5+\frac{x-24}{10}$ for $x>24$
(f) $\sin x \leq x$ for $x \geq 0$
(g) $|\cos x-\cos y| \leq|x-y|$ for $x, y \in \mathbb{R}$
(h) $x<\tan x$ for $0<x<\pi / 2$
(i) $\arctan x<\frac{\pi}{4}+\frac{x-1}{2}$ for $x>1$
(j) $\left|\frac{\sin a x-\sin b x}{x}\right| \leq|a-b|$ for $x \neq 0$
6. Rolle's theorem requires three conditions be satisfied:
(i) $f$ is continuous on $[a, b]$,
(ii) $f$ is differentiable on $(a, b)$, and
(iii) $f(a)=f(b)$.

Find three functions that satisfy exactly two of these three conditions, but for which the conclusion of Rolle's theorem does not follow. That is, there is no point $c \in(a, b)$ such that $f^{\prime}(c)=0$.
7. Let $f$ be continuous on $[a, b]$ and differentiable on $(a, b)$. Prove that for any $x$ and $h$ such that $a \leq x<x+h \leq b$ there exists an $\alpha \in(0,1)$ such that $f(x+h)-f(x)=h f^{\prime}(x+\alpha h)$. is
*8. A function $f$ is said to be increasing on an interval $I$ if $x_{1}<x_{2}$ in $I$ implies that $f\left(x_{1}\right) \leq f\left(x_{2}\right)$. [For decreasing, replace $f\left(x_{1}\right) \leq f\left(x_{2}\right)$ by $f\left(x_{1}\right) \geq f\left(x_{2}\right)$.] Suppose that $f$ is differentiable on an interval $I$. Prove the following:
(a) $f$ is increasing on $I$ iff $f^{\prime}(x) \geq 0$ for all $x \in I$.
(b) $f$ is decreasing on $I$ iff $f^{\prime}(x) \leq 0$ for all $x \in I$.
9. Show that the converses of parts (a) and (b) of Theorem 2.8 are false by finding counterexamples.
10. Let $f$ be differentiable on $(0,1)$ and continuous on $[0,1]$. Suppose that $f(0)=0$ and that $f^{\prime}$ is increasing on $(0,1)$. (See Exercise 8.) Let $g(x)=$ $f(x) / x$ for $x \in(0,1)$. Prove that $g$ is increasing on $(0,1)$.
*11. Let $f$ be differentiable on $[a, b]$. Suppose that $f^{\prime}(x) \geq 0$ for all $x \in[a, b]$ and that $f^{\prime}$ is not identically zero on any subinterval of $[a, b]$. Prove that $f$ is strictly increasing on $[a, b]$. is
12. Let $f$ be differentiable on $\mathbb{R}$. Suppose that $f(0)=0$ and that $1 \leq f^{\prime}(x) \leq 2$ for all $x \geq 0$. Prove that $x \leq f(x) \leq 2 x$ for all $x \geq 0$.
13. Suppose that $f$ is differentiable on $\mathbb{R}$ and that $f(0)=0, f(1)=2$, and $f(2)=2$. 호
(a) Show that there exists $c_{1} \in(0,1)$ such that $f^{\prime}\left(c_{1}\right)=2$.
(b) Show that there exists $c_{2} \in(1,2)$ such that $f^{\prime}\left(c_{2}\right)=0$.
(c) Show that there exists $c_{3} \in(0,2)$ such that $f^{\prime}\left(c_{3}\right)=\frac{5}{4}$.
14. Let $f(x)=x+2 x^{2} \sin (1 / x)$ for $x \neq 0$ and $f(0)=0$.
(a) Show that $f^{\prime}(0)=1$.
(b) Show that $f$ is not strictly increasing on any neighborhood of 0 .
(c) Why doesn't part (b) contradict Theorem 2.8?
15. (a) Let $f$ be differentiable on $(a, b)$ and suppose that there exists $m \in \mathbb{R}$ such that $\left|f^{\prime}(x)\right| \leq m$ for all $x \in(a, b)$. Prove that $f$ is uniformly continuous on $(a, b)$.
(b) Find an example of a function $f$ that is differentiable and uniformly continuous on $(0,1)$, but such that $f^{\prime}$ is unbounded on $(0,1)$.
16. Let $f(x)=2$ for $x<0$ and $f(x)=2 x$ for $x \geq 0$.
(a) Prove that there does not exist a function $F$ such that $F^{\prime}(x)=f(x)$ for all $x \in \mathbb{R}$.
(b) Find examples of two functions $g$ and $h$, not differing by a constant, such that $g^{\prime}(x)=h^{\prime}(x)=f(x)$ for all $x \neq 0$.
17. Let $f$ and $g$ be differentiable on $\mathbb{R}$. Suppose that $f(0)=g(0)$ and that $f^{\prime}(x) \leq$ $g^{\prime}(x)$ for all $x \geq 0$. Show that $f(x) \leq g(x)$ for all $x \geq 0$. is
18. Let $f$ be differentiable on $(a, b)$ and continuous on $[a, b]$. Suppose that $f(a)=f(b)=0$. Apply Rolle's theorem to the function $g(x)=e^{-k x} f(x)$ to prove that for each $k \in \mathbb{R}$ there exists $c \in(a, b)$ such that $f^{\prime}(c)=k f(c)$.
19. Let $f$ be differentiable on an open interval $I$ containing the point $c$. Suppose that $\lim _{x \rightarrow c} f^{\prime}(x)$ exists (and is finite).
(a) Prove that $f^{\prime}$ is continuous at $c$.
(b) How does this differ from the situation in Exercise 1.6?
20. Let $y=f(x)=\tan x$ for $x \in(-\pi / 2, \pi / 2)$. Use Theorem 2.10 to obtain the derivative of $f^{-1}(y)=\arctan y$.
21. Let $r=m / n$ be a nonzero rational number in lowest terms. Let $f(x)=x^{r}$ for $x>0$. Use Practice 2.11 and the chain rule to show that $f^{\prime}(x)=r x^{r-1}$.
22. Let $f$ be differentiable on $(a, b)$ and suppose that $f^{\prime}(c) \neq 0$ for some point $c \in(a, b)$. Suppose further that $f^{-1}$ exists on some interval containing $f(c)$ and that $f^{-1}$ is differentiable at $f(c)$. Use the chain rule (Theorem 1.10) to find $\left(f^{-1}\right)^{\prime}(f(c))$.
23. Let $f$ be defined on an interval $I$. Suppose that there exists $M>0$ and $\alpha>0$ such that

$$
|f(x)-f(y)| \leq M|x-y|^{\alpha}
$$

for all $x, y \in I$. (Such a function is said to satisfy a Lipschitz condition of order $\alpha$ on $I$.)
(a) Prove that $f$ is uniformly continuous on $I$.
(b) If $\alpha>1$, prove that $f$ is constant on $I$. (Hint: First show that $f$ is differentiable on $I$.)
(c) Show by an example that if $\alpha=1$, then $f$ is not necessarily differentiable on $I$. \&
(d) Prove that if $g$ is differentiable on an interval $I$, and if $g^{\prime}$ is bounded on $I$, then $g$ satisfies a Lipschitz condition of order 1 on $I$.

## Section 3 L'HOSPITAL'S RULE

There are many situations in analysis where one wants to evaluate the limit of a quotient of functions:

$$
\lim _{x \rightarrow c} \frac{f(x)}{g(x)}
$$

Suppose that $\lim _{x \rightarrow c} f(x)=L$ and $\lim _{x \rightarrow c} g(x)=M$. If $g(x) \neq 0$ for $x$ close to $c$ and $M \neq 0$, then the limit of the quotient $f / g$ is equal to $L / M$. If both $L$ and $M$ are zero, we can sometimes evaluate the limit of $f / g$ by canceling a common factor in the quotient. In this section we derive another technique that is often easier to use than factoring and has wider application.

In general, when $L=M=0$, the limit of the quotient $f / g$ is called an indeterminate form, because different values may be obtained for the limit, depending on the particular $f$ and $g$. (The notation " $0 / 0$ " is sometimes used to refer to this ambiguous situation.) For example, given any real number $k$, let $f(x)=k x$ and $g(x)=x$. Then

$$
\lim _{x \rightarrow 0} \frac{f(x)}{g(x)}=\lim _{x \rightarrow 0} \frac{k x}{x}=\lim _{x \rightarrow 0} k=k
$$

Thus we see that the indeterminate form $0 / 0$ can lead to any real number as a limit. In fact, it may also have no limit at all (Exercise 11).

As a prelude to our main theorem on evaluating the indeterminate $0 / 0$, we derive the following generalization of the mean value theorem (2.3) that is due to Cauchy. (See Exercise 12 for a geometric interpretation of the Cauchy mean value theorem.)
3.1 THEOREM (Cauchy Mean Value Theorem) Let $f$ and $g$ be functions that are continuous on $[a, b]$ and differentiable on $(a, b)$. Then there exists at least one point $c \in(a, b)$ such that

$$
[f(b)-f(a)] g^{\prime}(c)=[g(b)-g(a)] f^{\prime}(c)
$$

Proof: Let $h(x)=[f(b)-f(a)] g(x)-[g(b)-g(a)] f(x)$ for each $x \in[a, b]$. Then $h$ is continuous on $[a, b]$ and differentiable on $(a, b)$. Furthermore,

$$
h(a)=f(b) g(a)-g(b) f(a)=h(b)
$$

Thus, by the mean value theorem (2.3), there exists $c \in(a, b)$ such that $h^{\prime}(c)=0$. That is,

$$
[f(b)-f(a)] g^{\prime}(c)-[g(b)-g(a)] f^{\prime}(c)=0
$$

To see that Theorem 3.1 is a generalization of Theorem 2.3, we define $g(x)=x$ for all $x \in[a, b]$. It is clear that $g$ satisfies the conditions of Theorem 3.1, and the formula in the theorem simplifies to

$$
f(b)-f(a)=(b-a) f^{\prime}(c)
$$

which is the original mean value theorem. Using the Cauchy mean value theorem, we are now able to derive l'Hospital's rule. ${ }^{\dagger}$
3.2 THEOREM (L'Hospital's Rule) Let $f$ and $g$ be continuous on $[a, b]$ and differentiable on $(a, b)$. Suppose that $c \in[a, b]$ and that $f(c)=g(c)=0$. Suppose also that $g^{\prime}(x) \neq 0$ for $x \in U$, where $U$ is the intersection of $(a, b)$ and some deleted neighborhood of $c$. If

$$
\lim _{x \rightarrow c} \frac{f^{\prime}(x)}{g^{\prime}(x)}=L, \quad \text { with } L \in \mathbb{R}
$$

then

$$
\lim _{x \rightarrow c} \frac{f(x)}{g(x)}=L
$$

Proof: Let $\left(x_{n}\right)$ be a sequence in $U$ that converges to $c$. Apply the Cauchy mean value theorem to $f$ and $g$ on the interval $\left[x_{n}, c\right]$ or $\left[c, x_{n}\right]$ to obtain a sequence $\left(c_{n}\right)$, with $c_{n}$ between $x_{n}$ and $c$ for each $n$, such that

$$
\left[f\left(x_{n}\right)-f(c)\right] g^{\prime}\left(c_{n}\right)=\left[g\left(x_{n}\right)-g(c)\right] f^{\prime}\left(c_{n}\right)
$$

[^15]Since $g^{\prime}(x) \neq 0$ for all $x \in U$, and $g(c)=0$, we must have $g\left(x_{n}\right) \neq 0$ for all $n$. [See Rolle's theorem (2.2).] Thus since $f(c)=g(c)=0$, we have

$$
\frac{f\left(x_{n}\right)}{g\left(x_{n}\right)}=\frac{f\left(x_{n}\right)-f(c)}{g\left(x_{n}\right)-g(c)}=\frac{f^{\prime}\left(c_{n}\right)}{g^{\prime}\left(c_{n}\right)}, \quad \text { for all } n .
$$

Furthermore, since $x_{n} \rightarrow c$ and $c_{n}$ is between $x_{n}$ and $c$, it follows that $c_{n} \rightarrow c$. Thus, $\lim _{n \rightarrow \infty}\left[f^{\prime}\left(c_{n}\right) / g^{\prime}\left(c_{n}\right)\right]=L$. But then $\lim _{n \rightarrow \infty}[$ $\left.f\left(x_{n}\right) / g\left(x_{n}\right)\right]=L$, so $\lim _{x \rightarrow c}[f(x) / g(x)]=L$ also.
3.3 EXAMPLE Let $f(x)=2 x^{2}-3 x+1$ and $g(x)=x-1$. Then $f(1)=g(1)=0$. Now $f^{\prime}(x)=4 x-3$ and $g^{\prime}(x)=1$, so that

$$
\lim _{x \rightarrow 1} \frac{2 x^{2}-3 x+1}{x-1}=\lim _{x \rightarrow 1} \frac{4 x-3}{1}=1 .
$$

3.4 EXAMPLE If we assume the familiar properties of the trigonometric, exponential, and logarithmic functions, we can evaluate limits that we would not be able to handle by factoring. For example, let $f(x)=1-\cos x$ and $g(x)=x^{2}$. Then $f(0)=g(0)=0, f^{\prime}(x)=\sin x$, and $g^{\prime}(x)=2 x$. Thus we have

$$
\lim _{x \rightarrow 0} \frac{1-\cos x}{x^{2}}=\lim _{x \rightarrow 0} \frac{\sin x}{2 x}
$$

provided that the second limit exists. Since $\sin x \rightarrow 0$ and $2 x \rightarrow 0$ as $x \rightarrow 0$, we again have the indeterminate form $0 / 0$. Since the hypotheses of l'Hospital's rule are still satisfied for this new quotient, we apply the rule again to obtain

$$
\lim _{x \rightarrow 0} \frac{1-\cos x}{x^{2}}=\lim _{x \rightarrow 0} \frac{\sin x}{2 x}=\lim _{x \rightarrow 0} \frac{\cos x}{2}=\frac{1}{2} .
$$

Note that $g^{\prime}(x)$ must be nonzero in a deleted neighborhood of 0 , but it is permitted that $g^{\prime}(0)=0$.
3.5 PRACTICE Use l'Hospital's rule to evaluate $\lim _{x \rightarrow 0} \frac{e^{2 x}-1}{x}$.

## Limits at Infinity

In some situations we wish to evaluate the limit of a function (or a quotient of functions) for larger and larger values of the variable. We make this precise in the following definition, which is patterned after the notion of a limit of a sequence.
3.6 DEFINITION Let $f:(a, \infty) \rightarrow \mathbb{R}$. We say that $L \in \mathbb{R}$ is the limit of $\boldsymbol{f}$ as $\boldsymbol{x} \rightarrow \infty$, and we write

$$
\lim _{x \rightarrow \infty} f(x)=L
$$

provided that for each $\varepsilon>0$ there exists a real number $N>a$ such that $x>N$ implies that $|f(x)-L|<\varepsilon$.

The limit of a function $f$ as $x \rightarrow \infty$ is sometimes referred to loosely as "the limit of $f$ at $\infty$." There are many similarities between this concept and the limit of $f$ at a real number. In particular, it is easy to see (Exercise 8) that the limit of $f$ as $x \rightarrow \infty$ is unique if it exists.

Very often as $x \rightarrow \infty$ the values of a given function also get large. This leads to the following definition.
3.7 DEFINITION Let $f:(a, \infty) \rightarrow \mathbb{R}$. We say that $\boldsymbol{f}$ tends to $\infty$ as $x \rightarrow \infty$ and we write

$$
\lim _{x \rightarrow \infty} f(x)=\infty
$$

provided that given any $\alpha \in \mathbb{R}$ there exists a real number $N>a$ such that $x>N$ implies that $f(x)>\alpha$.

Using these concepts of infinite limits, we are now in a position to prove l'Hospital's rule for indeterminates of the form $\infty / \infty$. In our proof we shall need to use some algebraic properties of limits at $\infty$ and the fact that for any $k \in \mathbb{R}, \lim _{x \rightarrow \infty} k / f(x)=0$ whenever $\lim _{x \rightarrow \infty} f(x)=\infty$. (See Exercises 9 and 10.)
3.8 THEOREM (L'Hospital's Rule) Let $f$ and $g$ be differentiable on $(a, \infty)$. Suppose that $\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} g(x)=\infty$, and that $g^{\prime}(x) \neq 0$ for $x \in(a, \infty)$. If

$$
\lim _{x \rightarrow \infty} \frac{f^{\prime}(x)}{g^{\prime}(x)}=L, \quad \text { where } L \in \mathbb{R}
$$

then

$$
\lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=L
$$

Proof: Given $\varepsilon>0$, there exists an $N_{1}>a$ such that $x>N_{1}$ implies that

$$
\left|\frac{f^{\prime}(x)}{g^{\prime}(x)}-L\right|<\frac{\varepsilon}{2}
$$

Since $\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} g(x)=\infty$, there exists an $N_{2}>N_{1}$ such that $x>N_{2}$ implies that $f(x)>0$ and $g(x)>0$. Furthermore, there exists an
$N_{3}>N_{2}$ such that $x>N_{3}$ implies that $f(x)>f\left(N_{2}\right)$ and $g(x)>g\left(N_{2}\right)$. For any $x>N_{3}$ the Cauchy mean value theorem implies that there exists a point $c$ in $\left(N_{2}, x\right)$ such that

$$
\frac{f^{\prime}(c)}{g^{\prime}(c)}=\frac{f(x)-f\left(N_{2}\right)}{g(x)-g\left(N_{2}\right)}=\frac{f(x)}{g(x)} \cdot \frac{1-f\left(N_{2}\right) / f(x)}{1-g\left(N_{2}\right) / g(x)}
$$

But then for $x>N_{3}$ we have

$$
\frac{f(x)}{g(x)}=\frac{f^{\prime}(c)}{g^{\prime}(c)} \cdot F(x), \quad \text { where } F(x)=\frac{1-g\left(N_{2}\right) / g(x)}{1-f\left(N_{2}\right) / f(x)}
$$

Now from our hypotheses on $f$ and $g$ we see that $\lim _{x \rightarrow \infty} F(x)=1$.
To show that $f(x) / g(x)$ is close to $L$, we write

$$
\begin{aligned}
\left|\frac{f(x)}{g(x)}-L\right| & =\left|\frac{f^{\prime}(c)}{g^{\prime}(c)} F(x)-L\right| \\
& \leq\left|\frac{f^{\prime}(c)}{g^{\prime}(c)} F(x)-\frac{f^{\prime}(c)}{g^{\prime}(c)}\right|+\left|\frac{f^{\prime}(c)}{g^{\prime}(c)}-L\right| \\
& =\left|\frac{f^{\prime}(c)}{g^{\prime}(c)}\right||F(x)-1|+\left|\frac{f^{\prime}(c)}{g^{\prime}(c)}-L\right|
\end{aligned}
$$

for $x>N_{3}$. Now the point $c$ depends on $x$, but we always have $c>N_{2}>$ $N_{1}$, so

$$
\left|\frac{f^{\prime}(c)}{g^{\prime}(c)}-L\right|<\frac{\varepsilon}{2}
$$

This in turn implies that $\left|f^{\prime}(c) / g^{\prime}(c)\right|<|L|+\varepsilon / 2$. Finally, since $\lim _{x \rightarrow \infty} F(x)=1$, there exists an $N_{4}>N_{3}$ such that for $x>N_{4}$ we have

$$
|F(x)-1|<\frac{\varepsilon}{2(|L|+\varepsilon / 2)}
$$

It follows that $x>N_{4}$ implies that $|f(x) / g(x)-L|<\varepsilon$, so that $\lim _{x \rightarrow \infty} f(x) / g(x)=L$.
3.9 PRACTICE Evaluate $\lim _{x \rightarrow \infty}(\ln x) / x$.

There are other limiting situations involving two functions that can give rise to ambiguous values. These indeterminate forms are indicated by the symbols $0 \cdot \infty, 0^{0}, 1^{\infty}, \infty^{0}$, and $\infty-\infty$, and are evaluated by using algebraic manipulations, logarithms, or exponentials to change them into one of the forms $0 / 0$ or $\infty / \infty$. There is also an extension of l'Hospital's rule that
applies to $f / g$ when $\lim _{x \rightarrow c} f(x)=\lim _{x \rightarrow c} g(x)=\infty$ and $c \in \mathbb{R}$. (See Exercise 13 for the relevant definition and theorems.)
3.10 EXAMPLE For $x>0$, let $f(x)=x$ and $g(x)=-\ln x$. Then $\lim _{x \rightarrow 0+} f(x) g(x)$ is indeterminate of the form $0 \cdot \infty$. To evaluate the limit, we write

$$
\lim _{x \rightarrow 0+}(x)(-\ln x)=\lim _{x \rightarrow 0+} \frac{-\ln x}{1 / x}=\lim _{x \rightarrow 0+} \frac{-1 / x}{-1 / x^{2}}=\lim _{x \rightarrow 0+} x=0
$$

From this we can also conclude that $\lim _{x \rightarrow 0+} x \ln x=0$.
3.11 EXAMPLE To evaluate $\lim _{x \rightarrow 0^{+}} x^{x}$, where $x>0$, we let $y=x^{x}$. Then $\ln y=x \ln x$, and by Example 3.10, $\ln y \rightarrow 0$ as $x \rightarrow 0+$. Thus, since $e^{x}$ is a continuous function, we have $y=e^{\ln y} \rightarrow e^{0}=1$ as $x \rightarrow 0+$.

## Review of Key Terms in Section 3

Indeterminate form
Cauchy mean value theorem

L'Hospital's rule $f$ tends to $\infty$

## ANSWERS TO PRACTICE PROBLEMS

3.5 $\lim _{x \rightarrow 0} \frac{e^{2 x}-1}{x}=\lim _{x \rightarrow 0} \frac{2 e^{2 x}}{1}=2$
$3.9 \lim _{x \rightarrow \infty} \frac{\ln x}{x}=\lim _{x \rightarrow \infty} \frac{1 / x}{1}=0$

## 3 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) The indeterminate form $0 / 0$ can approach any real number as a limit.
(b) In order to apply l'Hospital's rule to $f / g$ at a point $c, g^{\prime}(x)$ must be nonzero throughout a neighborhood of $c$.
2. Mark each statement True or False. Justify each answer.
(a) If $\lim _{x \rightarrow \infty} f(x)=\infty$, then for any $k \in \mathbb{R}, \lim _{x \rightarrow \infty} k / f(x)=0$.
(b) If for every $k \in \mathbb{R}, \lim _{x \rightarrow \infty} k / f(x)=0$, then $\lim _{x \rightarrow \infty} f(x)=\infty$.
3. Evaluate the following limits. (You may use the familiar derivative formulas for the elementary functions.) is
(a) $\lim _{x \rightarrow 0} \frac{\sin x}{x}$
(b) $\lim _{x \rightarrow 0+} \frac{\sin x}{\sqrt{x}}$
(c) $\lim _{x \rightarrow 0} \frac{\sin x-x}{x^{3}}$
(d) $\lim _{x \rightarrow 1} \frac{\cos (\pi x / 2)}{x-1}$
(e) $\lim _{x \rightarrow 1} \frac{\ln x}{x-1}$
(f) $\lim _{x \rightarrow 0+}(1+2 x)^{1 / x}$
(g) $\lim _{x \rightarrow \infty}\left(1+\frac{1}{x}\right)^{x}$
(h) $\lim _{x \rightarrow 0}\left(\frac{1}{x}-\frac{1}{\sin x}\right)$
(i) $\lim _{x \rightarrow \infty} x \ln \left(1+\frac{1}{x}\right)$
(j) $\lim _{x \rightarrow \infty} \frac{x^{n}}{e^{x}}$, where $n \in \mathbb{N}$
4. Evaluate the following limits. (You may use the familiar derivative formulas for the elementary functions.)
(a) $\lim _{x \rightarrow 0} \frac{\tan x-x}{x^{3}}$
(b) $\lim _{x \rightarrow 0} \frac{\sin x-x}{e^{x}-1}$
(c) $\lim _{x \rightarrow \infty} \frac{x^{2}}{e^{x}}$
(d) $\lim _{x \rightarrow 0+} \frac{\ln \sin x}{\ln x}$
(e) $\lim _{x \rightarrow \infty} \frac{(\ln x)^{2}}{x}$
(f) $\lim _{x \rightarrow 1} \frac{\ln x}{x^{2}+x-2}$
(g) $\lim _{x \rightarrow \infty}(1+2 x)^{1 / x}$
(h) $\lim _{x \rightarrow 0+} x^{2 x}$
(i) $\lim _{x \rightarrow 0+} \frac{\ln x}{\csc x}$
(j) $\lim _{x \rightarrow \infty}\left(1+\frac{r}{x}\right)^{x}$, where $r \in \mathbb{R}$
5. Indicate what is wrong with the following result:

$$
\lim _{x \rightarrow 1} \frac{2 x^{2}-x-1}{3 x^{2}-5 x+2}=\lim _{x \rightarrow 1} \frac{4 x-1}{6 x-5}=\lim _{x \rightarrow 1} \frac{4}{6}=\frac{2}{3} .
$$

6. Suppose that $f(x)=g(1 / x)$ for $x>0$ and let $L \in \mathbb{R}$. Prove that $\lim _{x \rightarrow \infty} f(x)=$ $L$ iff $\lim _{x \rightarrow 0} g(x)=L$.
7. Let $f:(a, \infty) \rightarrow \mathbb{R}$. Prove that $\lim _{x \rightarrow \infty} f(x)=L$ iff for every sequence $\left(x_{n}\right)$ in $(a, \infty)$ with $\lim _{n \rightarrow \infty} x_{n}=\infty$, the sequence $\left(f\left(x_{n}\right)\right)$ converges to $L$. is
8. Let $f:(a, \infty) \rightarrow \mathbb{R}$. Prove: If the limit of $f$ as $x \rightarrow \infty$ exists, then it is unique.
9. Let $f$ and $g$ be real-valued functions defined on $(a, \infty)$. Suppose that $\lim _{x \rightarrow \infty} f(x)=L$ and $\lim _{x \rightarrow \infty} g(x)=M$, where $L, M \in \mathbb{R}$. Prove the following. is
(a) $\lim _{x \rightarrow \infty}(f+g)(x)=L+M$
(b) $\lim _{x \rightarrow \infty}(f g)(x)=L M$
(c) If $k \in \mathbb{R}$, then $\lim _{x \rightarrow \infty}(k f)(x)=k L$.
(d) If $g(x) \neq 0$ for $x>a$ and $M \neq 0$, then $\lim _{x \rightarrow \infty}(f / g)(x)=L / M$.
10. Let $f:(a, \infty) \rightarrow \mathbb{R}$ and let $k \in \mathbb{R}$. Prove that $\lim _{x \rightarrow \infty} k / f(x)=0$ whenever $\lim _{x \rightarrow \infty} f(x)=\infty$.
11. For each of the following conditions, find an example of functions $f$ and $g$ satisfying the condition with $f \rightarrow 0$ and $g \rightarrow 0$ as $x \rightarrow 0$, but where $\lim _{x \rightarrow 0} f / g$ does not exist.
(a) $f$ and $g$ are nonzero in a deleted neighborhood of 0 .
(b) $\lim _{x \rightarrow 0^{-}} f / g$ and $\lim _{x \rightarrow 0+} f / g$ exist and are finite.
(c) $g$ is nonzero in a deleted neighborhood of 0 , but the one-sided limits in part (b) do not exist (finite or infinite).
12. Suppose that a curve is described parametrically by $x=f(t)$ and $y=g(t)$, where $a \leq t \leq b$. If $f$ and $g$ are continuous on $[a, b]$ and differentiable on $(a, b)$, we may apply the Cauchy mean value theorem to $f$ and $g$ to obtain a point $c \in(a, b)$ such that

$$
\frac{g^{\prime}(c)}{f^{\prime}(c)}=\frac{g(b)-g(a)}{f(b)-f(a)},
$$

as long as $f^{\prime}(c) \neq 0$. Interpret this result geometrically.
13. (a) Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Give a reasonable definition of $\lim _{x \rightarrow c} f(x)=\infty$. मे
(b) Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Prove that $\lim _{x \rightarrow c} f(x)=\infty$ iff for every sequence $\left(s_{n}\right)$ in $D$ that converges to $c$ with $s_{n} \neq c$ for all $n, \lim _{x \rightarrow \infty} f\left(s_{n}\right)=\infty$.
(c) Suppose that $f$ and $g$ are continuous on $[a, b]$ and differentiable on $(a, b)$. Suppose that $c \in[a, b]$ and that $f(c)=g(c)=0$. Suppose also that $g^{\prime}(x) \neq 0$ for $x \in U$, where $U$ is the intersection of $(a, b)$ and some deleted neighborhood of $c$. If $\lim _{x \rightarrow c}\left[f^{\prime}(x) / g^{\prime}(x)\right]=\infty$, prove that $\lim _{x \rightarrow c}[f(x) / g(x)]=\infty$.
*(d) Suppose that $f$ and $g$ are differentiable on $(a, b)$, that $\lim _{x \rightarrow a+} f(x)=$ $\lim _{x \rightarrow a^{+}} g(x)=\infty$, and that $g^{\prime}(x) \neq 0$ for $x \in(a, b)$. If $\lim _{x \rightarrow a+}\left[f^{\prime}(x) / g^{\prime}(x)\right]=L$, where $L \in \mathbb{R}$, prove that $\lim _{x \rightarrow a+}[f(x) / g(x)]$ $=L$.
14. Suppose that $h$ is continuous on $[a, b]$ and differentiable on $(a, b)$, and that $c \in(a, b)$. Suppose also that $\lim _{x \rightarrow c} h^{\prime}(x)$ exists. Prove that $h^{\prime}$ is continuous at $c$.
15. Let $f$ be differentiable on $(a, b)$ and let $c \in(a, b)$. Suppose that $f$ and $f^{\prime}$ are nonzero on a deleted neighborhood of $c$, but $\lim _{x \rightarrow c} f(x)=0$. Find $\lim _{x \rightarrow c}|f(x)|^{f(x)}$.
16. Let $x \in \mathbb{R}$. Recall that a neighborhood of $x$ is an open interval of the sort $(x-\varepsilon, x+\varepsilon)$, where $\varepsilon>0$. We now define a neigh-
borhood of $\infty$ to be an open interval of the sort $(a, \infty)$, where $a \in \mathbb{R}$. Suppose that $f: D \rightarrow \mathbb{R}$ and let $c$ and $L$ be real numbers or $\infty$. If $c \in \mathbb{R}$, we require $c$ to be an accumulation point of $D$, and if $c=\infty$, we require $D$ to be unbounded above. Define $\lim _{x \rightarrow c} f(x)=L$ if for every neighborhood $V$ of $L$ there exists a neighborhood $U$ of $c$ such that $f(x) \in V$ for all $x \in U \cap D$ with $x \neq c$. (It should also agree with Exercise 13 when $c \in \mathbb{R}$ and $L=\infty$.)
17. Define a neighborhood of $-\infty$ to be an open interval of the sort $(-\infty, b)$, where $b \in \mathbb{R}$. Let $c$ be a real number or $\infty$.
(a) Use Exercise 16 to give reasonable definitions of $\lim _{x \rightarrow c} f(x)=-\infty$ and $\lim _{x \rightarrow-\infty} f(x)=c$ in terms of neighborhoods.
(b) Reformulate your answer to part (a) without referring to neighborhoods (similar to the style of Definitions 3.6 and 3.7).
(c) State and prove a sequential criterion for limits involving $-\infty$.
(d) State and prove results similar to l'Hospital's rule for limits involving $-\infty$.

## Section 4 TAYLOR'S THEOREM

In this section we derive an important generalization of the mean value theorem that is useful in approximating functions by polynomials. We begin by describing the higher derivatives of a function.

If $f$ is differentiable on an interval $I$, then its derivative $f^{\prime}$ can also be viewed as a real-valued function defined on $I$. If $c \in I$ and $f^{\prime}$ is differentiable at $c$, then the derivative of $f^{\prime}$ at $c$ [denoted by $f^{\prime \prime}(c)$ or $f^{(2)}(c)$ ] is the second derivative of $f$ at $c$, and $f$ is said to be twice differentiable at $c$. For many functions this process can be repeated. In general, if a function $f$ can be differentiated $n$ times (where $n \in \mathbb{N}$ ), then $f$ is said to be $n$-times differentiable and we denote the $n$th derivative of $f$ by $f^{(n)}$. Thus to say that $f^{(n)}$ exists at a point $c$ is to say that the $(n-1)$ st derivative $f^{(n-1)}$ exists in an interval containing $c$ and that $f^{(n-1)}$ is differentiable at $c$.
4.1 EXAMPLE Let $f(x)=\left|x^{3}\right|$ for $x \in \mathbb{R}$. That is,

$$
f(x)=\left\{\begin{aligned}
x^{3}, & \text { if } x \geq 0 \\
-x^{3}, & \text { if } x<0
\end{aligned}\right.
$$

Then $f^{\prime}(x)=3 x^{2}$ if $x>0$ and $f^{\prime}(x)=-3 x^{2}$ if $x<0$. It is easy to show (Exercise 10) that $f^{\prime}(0)=0$, so $f$ is differentiable on $\mathbb{R}$ and we have

$$
f^{\prime}(x)=\left\{\begin{aligned}
3 x^{2}, & \text { if } x \geq 0 \\
-3 x^{2}, & \text { if } x<0
\end{aligned}\right.
$$

Differentiating again, we find that

$$
f^{\prime \prime}(x)=\left\{\begin{aligned}
6 x, & \text { if } x \geq 0 \\
-6 x, & \text { if } x<0
\end{aligned}\right.
$$

so that $f^{\prime \prime}(x)=6|x|$ for all $x \in \mathbb{R}$. (Again, the only case that requires much effort is when $x=0$.) Thus $f$ is twice differentiable on $\mathbb{R}$, but the third derivative does not exist at $x=0$. (Why not?)

If a function is $(n+1)$ times differentiable on an open interval, then there is an extension of the mean value theorem that applies to the higher derivatives. This result is often referred to as Taylor's theorem because of its relation to the Taylor polynomials, named for Brook Taylor (1685-1731). (See the discussion following the theorem.) Actually, the form of the theorem as it appears here is due to J. L. Lagrange (1736-1813).
4.2 THEOREM (Taylor's Theorem) Let $f$ and its first $n$ derivatives be continuous on $[a, b]$ and differentiable on $(a, b)$, and let $x_{0} \in[a, b]$. Then for each $x \in[a, b]$ with $x \neq x_{0}$ there exists a point $c$ between $x$ and $x_{0}$ such that

$$
\begin{aligned}
& f(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{f^{\prime \prime}\left(x_{0}\right)}{2!}\left(x-x_{0}\right)^{2}+\cdots \\
&+\frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n}+\frac{f^{(n+1)}(c)}{(n+1)!}\left(x-x_{0}\right)^{n+1} .
\end{aligned}
$$

Proof: Fix $x$ in $[a, b]$ with $x \neq x_{0}$, and let $M$ be the unique solution of

$$
f(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\cdots+\frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n}+M\left(x-x_{0}\right)^{n+1} .
$$

(Since $x \neq x_{0}$, it will always be possible to solve algebraically for $M$.) Our proof will consist of showing that $M=f^{(n+1)}(c) /(n+1)$ ! for some $c$ between $x$ and $x_{0}$.

To this end, we define

$$
F(t)=f(t)+f^{\prime}(t)(x-t)+\cdots+\frac{f^{(n)}(t)}{n!}(x-t)^{n}+M(x-t)^{n+1}
$$

By our hypotheses on $f$ and its derivatives, we see that $F$ is continuous on $[a, b]$ and differentiable on $(a, b)$. Hence the same properties hold on the interval between $x$ and $x_{0}$. Now $F(x)=f(x)$, since all the terms after the first are zero, and $F\left(x_{0}\right)=f(x)$ by our choice of $M$. Thus, by the mean value theorem (2.3), there exists a point $c$ between $x$ and $x_{0}$ such that

$$
F^{\prime}(c)=\frac{F(x)-F\left(x_{0}\right)}{x-x_{0}}=0
$$

When we compute the derivative of $F$, we find that all the terms except the last two cancel in pairs. [Notice that $f^{\prime}(t)(x-t)$, for example, must be differentiated by the product rule to obtain $f^{\prime \prime}(t)(x-t)-f^{\prime}(t)$.] Thus we obtain

$$
0=F^{\prime}(c)=\frac{f^{(n+1)}(c)}{n!}(x-c)^{n}-M(n+1)(x-c)^{n}
$$

so that $M=f^{(n+1)}(c) /(n+1)$ !, as desired.

Taylor's theorem can be viewed as an extension of the mean value theorem in the sense that taking $x=b, x_{0}=a$, and $n=0$ in Taylor's theorem yields the earlier result.

Another way to look at Taylor's theorem is to consider the problem of approximating a function $f$ near a point $x_{0}$ by a sequence of polynomials of the form

$$
p_{n}(x)=a_{0}+a_{1}\left(x-x_{0}\right)+a_{2}\left(x-x_{0}\right)^{2}+\cdots+a_{n}\left(x-x_{0}\right)^{n} .
$$

If we take $a_{0}=f\left(x_{0}\right)$, then the polynomial

$$
p_{0}(x)=a_{0}
$$

(a polynomial of degree zero) will agree with $f$ at $x_{0}$. If we wish $p_{1}(x)=$ $a_{0}+a_{1}\left(x-x_{0}\right)$ to satisfy

$$
p_{1}\left(x_{0}\right)=f\left(x_{0}\right) \quad \text { and } \quad p_{1}^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)
$$

then since $p_{1}^{\prime}(x)=a_{1}$, we have $a_{1}=f^{\prime}\left(x_{0}\right)$ and $a_{0}=f\left(x_{0}\right)$. (See Figure 1.)


Figure 1 The Taylor polynomials

In general, we want to have $p_{n}$ and its first $n$ derivatives agree with $f$ and its first $n$ derivatives at $x_{0}$. Now

$$
\begin{aligned}
& p_{n}^{\prime}(x)=a_{1}+2 a_{2}\left(x-x_{0}\right)+3 a_{3}\left(x-x_{0}\right)^{2}+\cdots+n a_{n}\left(x-x_{0}\right)^{n-1} \\
& p_{n}^{\prime \prime}(x)=2 a_{2}+3 \cdot 2 a_{3}\left(x-x_{0}\right)+\cdots+n(n-1) a_{n}\left(x-x_{0}\right)^{n-2} \\
& \quad \vdots \\
& p_{n}^{(n)}(x)=n!a_{n}
\end{aligned}
$$

Evaluating at $x=x_{0}$, we obtain $a_{0}=p_{n}\left(x_{0}\right)=f\left(x_{0}\right), a_{1}=p_{n}^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)$, $a_{2}=\frac{1}{2} p_{n}^{\prime \prime}\left(x_{0}\right)=\frac{1}{2} f^{\prime \prime}\left(x_{0}\right), \ldots$, and in general

$$
a_{k}=\frac{p_{n}^{(k)}\left(x_{0}\right)}{k!}=\frac{f^{(k)}\left(x_{0}\right)}{k!}, \quad \text { for } k=0,1, \ldots, n
$$

[It is customary to let $f^{(0)}$ denote $f$ and let $0!=1$.] The polynomials we obtain in this manner are called the Taylor polynomials for $f$ at $x_{0}$ :

$$
\begin{aligned}
& p_{0}(x)=f\left(x_{0}\right) \\
& p_{1}(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right) \\
& p_{2}(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{f^{\prime \prime}\left(x_{0}\right)}{2!}\left(x-x_{0}\right)^{2} \\
& \quad \vdots \\
& p_{n}(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\cdots+\frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n} .
\end{aligned}
$$

In this context we see that Taylor's theorem gives us the remainder (or error)

$$
R_{n}(x)=f(x)-p_{n}(x)=\frac{f^{(n+1)}(c)}{(n+1)!}\left(x-x_{0}\right)^{n+1}
$$

obtained in approximating $f$ by $p_{n}$, and it expresses this remainder in terms of the $(n+1)$ st derivative of $f$. Unfortunately, the exact location of $c$ is not specified, so its usefulness depends on having an estimate on the size of $f^{(n+1)}$ between $x$ and $x_{0}$. Other formulas for the remainder are possible. One hopes that as $n$ gets large, the remainder term will approach zero, at least for values of $x$ close to $x_{0}$.

If $f$ has derivatives of all orders in a neighborhood of $x_{0}$, then the limit of the Taylor polynomials is an infinite series known as the Taylor series for the function $f$ at the point $x_{0}$ :

$$
\sum_{n=0}^{\infty} \frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n}=f\left(x_{0}\right)+\frac{f^{\prime}\left(x_{0}\right)}{1!}\left(x-x_{0}\right)+\frac{f^{\prime \prime}\left(x_{0}\right)}{2!}\left(x-x_{0}\right)^{2}+\cdots
$$

4.3 EXAMPLE (a) To illustrate the usefulness of Taylor's theorem in approximations, let us consider $f(x)=e^{x}$ for $x \in \mathbb{R}$. To find the $n$th Taylor polynomial for $f$ at $x=0$, we recall from beginning calculus that $f^{(n)}(x)=e^{x}$ for all $n \in \mathbb{N}$ so that $f(0)=f^{\prime}(0)=\cdots=f^{(n)}(0)=e^{0}=1$. Thus we have

$$
p_{n}(x)=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots+\frac{x^{n}}{n!} .
$$

To find the error involved in approximating $e^{x}$ by $p_{n}(x)$, we use the remainder term given by Taylor's theorem. That is,

$$
R_{n}(x)=\frac{f^{(n+1)}(c)}{(n+1)!} x^{n+1}=\frac{e^{c} x^{n+1}}{(n+1)!}
$$

where $c$ is some number between 0 and $x$.
For example, suppose that we take $n=5$ and compute the error when $x \in[-1,1]$. Since $c$ is also in $[-1,1]$, a simple calculation shows that $\left|R_{5}(x)\right| \leq e / 6!<0.0038$. Thus for all $x \in[-1,1]$, the polynomial

$$
1+x+\frac{x^{2}}{2}+\frac{x^{3}}{6}+\frac{x^{4}}{24}+\frac{x^{5}}{120}
$$

differs from $e^{x}$ by less than 0.0038 .
Furthermore, since $\lim _{n \rightarrow \infty} e^{k} k^{n+1} /(n+1)!=0$ for all $k \in \mathbb{R}$, we see that given any bounded interval $I=[-k, k]$ and any $\varepsilon>0$, we can find a Taylor polynomial $p_{n}$ that will approximate $e^{x}$ to within $\varepsilon$ on $I$ if we take $n$ sufficiently large.
(b) As a graphic illustration of how the Taylor polynomials may be used to approximate a function, consider $f(x)=\sin x$. In Figure 2 we have graphed $f$ and several of the Taylor polynomials $p_{n}(x)$ for $f$ at $x=0$. (You are asked to find the formula for $p_{6}$ in Exercise 5.) We can see that as $n$ increases, the graph of $p_{n}$ closely approximates $f$ for values of $x$ that are farther and farther from zero.


Figure 2 The Taylor polynomials for $y=\sin x$ at $x=0$
4.4 PRACTICE Find the Taylor polynomial $p_{5}$ for the function $f(x)=x^{3}+4 x^{2}-3 x+5$ at the point $x_{0}=1$. What is the error?
4.5 EXAMPLE Suppose that $f(x)=\sqrt{1+x}$ for $x>-1$. Let us find $p_{2}$ and $p_{3}$ for $f$ at $x_{0}=0$. We have

$$
\begin{array}{ll}
f(x)=(1+x)^{1 / 2} & f(0)=1 \\
f^{\prime}(x)=\frac{1}{2}(1+x)^{-1 / 2} & f^{\prime}(0)=\frac{1}{2} \\
f^{\prime \prime}(x)=-\frac{1}{4}(1+x)^{-3 / 2} & f^{\prime \prime}(0)=-\frac{1}{4} \\
f^{(3)}(x)=\frac{3}{8}(1+x)^{-5 / 2} & f^{(3)}(0)=\frac{3}{8} \\
f^{(4)}(x)=-\frac{15}{16}(1+x)^{-7 / 2} & f^{(4)}(0)=-\frac{15}{16} .
\end{array}
$$

Thus $p_{2}(x)=1+x / 2-x^{2} / 8$ and $p_{3}(x)=1+x / 2-x^{2} / 8+x^{3} / 16$. Now since $R_{2}(x)=\frac{3}{8}(1+c)^{-5 / 2} x^{3} / 3!>0$ for $x>0$, we have $f(x)>p_{2}(x)$. On the other
hand, $R_{3}(x)=-\frac{15}{16}(1+c)^{-7 / 2} x^{4} / 4!<0$ for $x>0$, so $f(x)<p_{3}(x)$. That is, if $x>0$, then

$$
1+\frac{x}{2}-\frac{x^{2}}{8}<\sqrt{1+x}<1+\frac{x}{2}-\frac{x^{2}}{8}+\frac{x^{3}}{16}
$$

## Review of Key Terms in Section 4

Second derivative Taylor polynomials Taylor series

## ANSWERS TO PRACTICE PROBLEMS

4.4

$$
\begin{array}{ll}
f(x)=x^{3}+4 x^{2}-3 x+5 & f(1)=7 \\
f^{\prime}(x)=3 x^{2}+8 x-3 & f^{\prime}(1)=8 \\
f^{\prime \prime}(x)=6 x+8 & f^{\prime \prime}(1)=14 \\
f^{(3)}(x)=6 & f^{(3)}(1)=6 \\
f^{(4)}(x)=f^{(5)}(x)=f^{(6)}(x)=0 \text { for all } x .
\end{array}
$$

Thus $p_{5}(x)=7+8(x-1)+7(x-1)^{2}+1(x-1)^{3}$. Notice that this is the same as $p_{4}(x)$ and $p_{3}(x)$, and that the error for all three of these Taylor polynomials is zero. That is, $p_{5}(x)=p_{4}(x)=p_{3}(x)=f(x)$ for all $x \in \mathbb{R}$. In general, if $f$ is a $k$ th-degree polynomial, then $p_{n}=f$ for all $n \geq k$.

## 4 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

Note: In these exercises you may assume the familiar derivative formulas for the trigonometric, logarithmic, and exponential functions.

1. Mark each statement True or False. Justify each answer.
(a) Taylor's theorem is a generalization of the mean value theorem.
(b) If $p_{n}$ is the $n$th Taylor polynomial for $f$ at a point $x_{0}$, then the first $n$ derivatives of $p_{n}$ and $f$ are equal near the point $x=x_{0}$.
2. Mark each statement True or False. Justify each answer.
(a) Taylor's theorem gives the error obtained when a function is approximated by its Taylor polynomial.
(b) The $n$th Taylor polynomial for $f$ at a point $x_{0}$ is a polynomial of degree $n$ (or less) that can be used to approximate $f$ near $x_{0}$.
3. Use Example 4.5 to approximate the following:
(a) $\sqrt{3} \star$
(b) $\sqrt{2}$
(c) $\sqrt{1.4}$ is
4. Find a Taylor polynomial that approximates $e^{x}$ to within 0.2 on the interval $[-2,2]$.
5. Let $f(x)=\sin x$.
(a) Find $p_{6}$ for $f$ at $x=0$. is
(b) How accurate is this on the interval $[-1,1]$ ? $\Rightarrow$
6. Show that if $x \in[0,1]$, then

$$
x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4} \leq \ln (1+x) \leq x-\frac{x^{2}}{2}+\frac{x^{3}}{3}
$$

7. Let $f(x)=\cos x$. Use $p_{5}$ for $f$ at $x_{0}=0$ to estimate $\cos 1$. What is the error? is
8. Let $f(x)=\sqrt{x}$. Use $p_{2}$ for $f$ at $x_{0}=9$ to estimate $\sqrt{8.8}$. What is the error?
9. Suppose that $f$ is defined in a neighborhood of $c$ and suppose that $f^{\prime \prime}(c)$ exists.
(a) Show that

$$
f^{\prime \prime}(c)=\lim _{h \rightarrow 0} \frac{f(c+h)+f(c-h)-2 f(c)}{h^{2}}
$$

(b) Give an example where the limit in part (a) exists but $f^{\prime \prime}(c)$ does not exist. *s
10. Show that $f^{\prime}(0)=f^{\prime \prime}(0)=0$ in Example 4.1.

11 A function $f: D \rightarrow \mathbb{R}$ is said to have a local maximum [respectively, minimum] at a point $x_{0} \in D$ if there exists a neighborhood $U$ of $x_{0}$ such that $f(x) \leq f\left(x_{0}\right)$ [respectively, $f(x) \geq f\left(x_{0}\right)$ ] for all $x \in U \cap D$. Suppose for some integer $n \geq 2$ that the derivatives $f^{\prime}, f^{\prime \prime}, \ldots, f^{(n)}$ exist and are continuous on an open interval $I$ containing $x_{0}$ and that $f^{\prime}\left(x_{0}\right)=\cdots=$ $f^{(n-1)}\left(x_{0}\right)=0$, but $f^{(n)}\left(x_{0}\right) \neq 0$. Use Taylor's theorem to prove the following:
(a) If $n$ is even and $f^{(n)}\left(x_{0}\right)<0$, then $f$ has a local maximum at $x_{0}$. $\lambda$
(b) If $n$ is even and $f^{(n)}\left(x_{0}\right)>0$, then $f$ has a local minimum at $x_{0}$.
(c) If $n$ is odd, then $f$ has neither a local maximum nor a local minimum at $x_{0}$.
12. Let $f: I \rightarrow \mathbb{R}$, where $I$ is an open interval containing the point $x_{0}$. Let $n \in \mathbb{N}$, suppose that $f$ is $n$-times differentiable at $x_{0}$, and let $p_{n}$ be the $n$th Taylor polynomial for $f$ at $x=x_{0}$.
(a) Apply l'Hospital's rule $n-1$ times and then use the definition of $f^{(n)}\left(x_{0}\right)$ to show that

$$
\lim _{x \rightarrow x_{0}} \frac{f(x)-p_{n}(x)}{\left(x-x_{0}\right)^{n}}=0 .
$$

(b) Why can't we just apply l'Hospital's rule $n$ times in establishing the limit in part (a)?
13. The following is an outline of a proof that $e$ is irrational.
(a) Use Theorem 2.8 to show that $e^{x}$ is strictly increasing on $\mathbb{R}$.
(b) Use Taylor's theorem at $x_{0}=0$ and the estimate $e<3$ to show that, for all $n \in \mathbb{N}$,

$$
0<e-\left(1+1+\frac{1}{2!}+\frac{1}{3!}+\cdots+\frac{1}{n!}\right)<\frac{3}{(n+1)!} .
$$

(c) Suppose that $e$ were rational. That is, suppose there existed $a, b \in \mathbb{N}$ such that $e=a / b$. Choose $n>\max \{b, 3\}$. Substitute $e=a / b$ in the inequalities in part (b) and multiply the inequalities by ( $n$ !). Show that this leads to the existence of an integer between 0 and $\frac{3}{4}$.

## Hints for Selected Exercises

## Section 1

5. (a) Note that $x-c=\left(x^{1 / 3}-c^{1 / 3}\right)\left(x^{2 / 3}+c^{1 / 3} x^{1 / 3}+c^{2 / 3}\right)$.
6. (b) $f^{\prime}(x)=2 x$ if $x<-1$ or $x>1$, and $f^{\prime}(x)=-2 x$ if $-1<x<1$.
(d) $f^{\prime}(x)=2|x|$ for all real $x$.
7. (a) Since $f(x)$ is defined differently for positive and negative $x$, you have to use Definition 1.1.
(c) $f^{\prime}$ is continuous on $\mathbb{R}$, but it is not differentiable at $x=0$.
8. $(f g h)^{\prime}=(f g) h^{\prime}+(f h) g^{\prime}+(g h) f^{\prime}$.
9. (a) Note that $f(x)=f(x) \cdot f(0)$ for all $x$. What does this say about the function $f$ ?

## Section 2

3. (a) Strictly increasing on $[2,3]$ and strictly decreasing on $[0,2]$.
(b) Maximum is $f(0)=5$ and minimum is $f(2)=1$.
4. Apply the mean value theorem to $f$ on the interval $[x, x+h]$.
5. Use Exercise 8.
6. (a) and (b) Use the mean value theorem.
(c) Use parts (a) and (b) and the intermediate value theorem.
7. Use the mean value theorem with the function $g-f$.
8. (c) Consider $f(x)=|x|$.

## Section 3

3. (a) 1 ; (b) 0 ; (c) $-1 / 6$; (d) 0 ; (e) 1 ; (f) $e^{2}$; (g) $e$; (h) 0 ; (i) 1 ; (j) 0 .
4. This hint has been intentionally excluded for this edition.
5. Use the sequential criterion in Exercise 7.
6. (a) $\lim _{x \rightarrow c} f(x)=\infty$ iff for every $M \in \mathbb{R}$ there exists a $\delta>0$ such that $f(x)>M$ whenever $x \in D$ and $0<|x-c|<\delta$.

## Section 4

3. (a) $1.5<\sqrt{3}<2.0$; (c) $1.18<\sqrt{1.4}<1.184$.
4. (a) $p_{6}(x)=x-x^{3} / 6+x^{5} / 120$; (b) within $1 / 5040$.
5. $\cos 1 \approx 0.54167$ with error less than 0.0014 .
6. (a) Use l'Hospital's rule and Exercise 1.17(b).
(b) Consider $f(x)=x|x|$.
7. Taylor's theorem implies that for $x \in I$ we have

$$
f(x)=f\left(x_{0}\right)+f^{(n)}(c)\left(x-x_{0}\right)^{n} / n!
$$

for some point $c$ between $x_{0}$ and $x$. Since $f^{(n)}\left(x_{0}\right) \neq 0$ and $f^{(n)}$ is continuous, there exists a neighborhood $U$ of $x_{0}$ such that $f^{(n)}(x)$ and $f^{(n)}\left(x_{0}\right)$ have the same sign for all $x \in U$. Now consider cases.

## Integration

In this chapter we present the theory of Riemann integration. While the process of integration had been developed much earlier in the seventeenth century by Isaac Newton (1642-1727) and Gottfried Leibniz (1646-1716), it was Bernhard Riemann (1826-1866) who formulated the modern definition of the definite integral that is commonly used today. (We note in passing that some of the ideas of integral calculus can even be traced back to Archimedes in the third century b.c.) Subsequent to Riemann's work, other more general approaches to integration were developed, most notably by T. J. Stieltjes (1856-1894) and H. Lebesgue (1875-1941), but we shall not cover them in this chapter.

Since the reader has already seen many of the important applications of integration, we shall concentrate on a rigorous development of the theory. We begin by defining the Riemann integral in terms of upper and lower sums. In Section 2 we identify two classes of functions that are integrable and then derive several related algebraic properties. The fundamental theorem of calculus is included in Section 3, as is a brief discussion of improper integrals.

## Section 1 THE RIEMANN INTEGRAL

1.1 DEFINITION Let $[a, b]$ be an interval in $\mathbb{R}$. A partition $P$ of $[a, b]$ is a finite set of points $\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ in $[a, b]$ such that

$$
a=x_{0}<x_{1}<\cdots<x_{n}=b .
$$

If $P$ and $Q$ are two partitions of $[a, b]$ with $P \subseteq Q$, then $Q$ is called a refinement of $P$.

[^16]1.2 DEFINITION Suppose that $f$ is a bounded function defined on $[a, b]$ and that $P=\left\{x_{0}, \ldots, x_{n}\right\}$ is a partition of $[a, b]$. For each $i=1, \ldots, n$ we let
$$
M_{i}(f)=\sup \left\{f(x): x \in\left[x_{i-1}, x_{i}\right]\right\}
$$
and
$$
m_{i}(f)=\inf \left\{f(x): x \in\left[x_{i-1}, x_{i}\right]\right\}
$$

When only one function is under consideration, we may abbreviate these to $M_{i}$ and $m_{i}$, respectively. Letting $\Delta x_{i}=x_{i}-x_{i-1}(i=1, \ldots, n)$, we define the upper sum of $f$ with respect to $P$ to be

$$
U(f, P)=\sum_{i=1}^{n} M_{i} \Delta x_{i}
$$

and the lower sum of $f$ with respect to $P$ to be

$$
L(f, P)=\sum_{i=1}^{n} m_{i} \Delta x_{i}
$$

[Sometimes $U(f, P)$ and $L(f, P)$ are called the upper and lower Darboux sums in honor of Gaston Darboux (1842-1917), who first developed this approach to the Riemann integral.]

Since we are assuming that $f$ is a bounded function on $[a, b]$, there exist numbers $m$ and $M$ such that $m \leq f(x) \leq M$ for all $x \in[a, b]$. Thus for any partition $P$ of $[a, b]$ we have

$$
m(b-a) \leq L(f, P) \leq U(f, P) \leq M(b-a)
$$

This implies that the upper and lower sums for $f$ form a bounded set, and it guarantees the existence of the following upper and lower integrals of $f$.
1.3 DEFINITION Let $f$ be a bounded function defined on $[a, b]$. Then

$$
U(f)=\inf \{U(f, P): P \text { is a partition of }[a, b]\}
$$

is called the upper integral of $f$ on $[a, b]$. Similarly,

$$
L(f)=\sup \{L(f, P): P \text { is a partition of }[a, b]\}
$$

is called the lower integral of $f$ on $[a, b]$. If these upper and lower integrals are equal, then we say that $f$ is Riemann integrable on $[a, b]$, and we denote their common value by $\int_{a}^{b} f$ or by $\int_{a}^{b} f(x) d x$. That is, if $L(f)=U(f)$, then

$$
\int_{a}^{b} f=\int_{a}^{b} f(x) d x=L(f)=U(f)
$$

is the Riemann integral of $f$ on $[a, b]$.

Since the Riemann integral is the only kind of integral we shall deal with in this chapter, it will often be convenient to drop the reference to Riemann and simply refer to a function $f$ as being integrable on $[a, b]$ and call $\int_{a}^{b} f$ the integral of $f$ on $[a, b]$.

When the function $f$ is nonnegative on $[a, b]$, we may interpret $\int_{a}^{b} f$ intuitively as the area under the graph of $f$ between $a$ and $b$. (We say "intuitively," since we shall not give a precise definition of "area" under the graph.) Each lower sum $L(f, P)$ represents the area of a union of rectangles with base $\Delta x_{i}$ and height $m_{i}$. (See Figure 1.) Similarly, each upper sum $U(f, P)$ represents the area of a union of rectangles with base $\Delta x_{i}$ and height $M_{i}$. (See Figure 2.) For any partition $P$, the area $A$ under the graph of $f$ is seen to satisfy $L(f, P) \leq A \leq U(f, P)$. But when $\int_{a}^{b} f$ exists, it is the unique number that lies between $L(f, P)$ and $U(f, P)$ for all partitions $P$. Thus $\int_{a}^{b} f$ corresponds to our intuitive notion of the area under the graph of $f$ between $a$ and $b$.


Figure 1 Lower sums


Figure 2 Upper sums
1.4 THEOREM Let $f$ be a bounded function on $[a, b]$. If $P$ and $Q$ are partitions of $[a, b]$ and $Q$ is a refinement of $P$, then

$$
L(f, P) \leq L(f, Q) \leq U(f, Q) \leq U(f, P)
$$

Proof: The middle inequality follows directly from the definitions of $L(f, Q)$ and $U(f, Q)$. To prove $L(f, P) \leq L(f, Q)$, we suppose that $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ and consider the partition $P^{*}$ formed by joining some point, say $x^{*}$, to $P$, where $x_{k-1}<x^{*}<x_{k}$ for some $k=1, \ldots, n$. Let

$$
\begin{aligned}
& t_{1}=\inf \left\{f(x): x \in\left[x_{k-1}, x^{*}\right]\right\}, \\
& t_{2}=\inf \left\{f(x): x \in\left[x^{*}, x_{k}\right]\right\} .
\end{aligned}
$$

Then $t_{1} \geq m_{k}$ and $t_{2} \geq m_{k}$, where $m_{k}=\inf \left\{f(x): x \in\left[x_{k-1}, x_{k}\right]\right\}$, as usual.
Now the terms in $L\left(f, P^{*}\right)$ and $L(f, P)$ are all the same except those over the subinterval $\left[x_{k-1}, x_{k}\right]$. Thus we have

$$
\begin{aligned}
L\left(f, P^{*}\right)-L(f, P) & =\left[t_{1}\left(x^{*}-x_{k-1}\right)+t_{2}\left(x_{k}-x^{*}\right)\right]-\left[m_{k}\left(x_{k}-x_{k-1}\right)\right] \\
& =\left(t_{1}-m_{k}\right)\left(x^{*}-x_{k-1}\right)+\left(t_{2}-m_{k}\right)\left(x_{k}-x^{*}\right)
\end{aligned}
$$

This final sum is nonnegative since all of the terms are nonnegative. Thus $L\left(f, P^{*}\right)-L(f, P) \geq 0$. Geometrically, adding the point $x^{*}$ between $x_{k-1}$ and $x_{k}$ provides a closer approximation to the curve $y=f(x)$ and the lower sum (the area in the inscribed rectangles) is increased. (See Figure 3.)

Finally, if the partition $Q$ contains $r$ more points than $P$, we apply the argument above $r$ times to obtain $L(f, P) \leq L(f, Q)$.

The proof that $U(f, Q) \leq U(f, P)$ is similar.


Figure 3 The lower sum increases.
1.5 PRACTICE Let $f$ be a bounded function on $[a, b]$. If $P$ and $Q$ are partitions of $[a, b]$, prove that $L(f, P) \leq U(f, Q)$. (Hint: Consider the partition $P \cup Q$ and notice that $P \cup Q$ is a refinement of both $P$ and $Q$.)
1.6 THEOREM Let $f$ be a bounded function on $[a, b]$. Then $L(f) \leq U(f)$.

Proof: If $P$ and $Q$ are partitions of $[a, b]$, then by Practice 1.5 we have $L(f, P) \leq U(f, Q)$. Thus $U(f, Q)$ is an upper bound for the set

$$
S=\{L(f, P): P \text { is a partition of }[a, b]\}
$$

It follows that $U(f, Q)$ is at least as large as sup $S=L(f)$. That is, $L(f) \leq U(f, Q)$ for each partition $Q$ of $[a, b]$. But then

$$
L(f) \leq \inf \{U(f, Q): Q \text { is a partition of }[a, b]\}=U(f)
$$

1.7 EXAMPLE Let us illustrate upper and lower sums by using them to evaluate $\int_{0}^{1} x^{2} d x$. For each $n \in \mathbb{N}$, consider the partition

$$
P_{n}=\left\{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1\right\}
$$

in which $\Delta x_{i}=1 / n$ for each $i=1,2, \ldots, n$. Since $f(x)=x^{2}$ is an increasing function on $[0,1]$, on any subinterval $[(i-1) / n, i / n]$ we have

$$
M_{i}=\sup \left\{f(x): x \in\left[\frac{i-1}{n}, \frac{i}{n}\right]\right\}=f\left(\frac{i}{n}\right)=\left(\frac{i}{n}\right)^{2}
$$

and

$$
m_{i}=\inf \left\{f(x): x \in\left[\frac{i-1}{n}, \frac{i}{n}\right]\right\}=f\left(\frac{i-1}{n}\right)=\left(\frac{i-1}{n}\right)^{2} .
$$

Thus

$$
\begin{aligned}
U\left(f, P_{n}\right) & =\sum_{i=1}^{n}\left(\frac{i}{n}\right)^{2}\left(\frac{1}{n}\right)=\frac{1}{n^{3}}\left(1^{2}+2^{2}+\cdots+n^{2}\right) \\
& =\frac{1}{n^{3}}\left[\frac{1}{6}(n)(n+1)(2 n+1)\right]=\frac{1}{3}\left(\frac{n+1}{n}\right)\left(\frac{2 n+1}{2 n}\right)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
L\left(f, P_{n}\right) & =\sum_{i=1}^{n}\left(\frac{i-1}{n}\right)^{2}\left(\frac{1}{n}\right)=\frac{1}{n^{3}}\left[0^{2}+1^{2}+\cdots+(n-1)^{2}\right] \\
& =\frac{1}{n^{3}}\left[\frac{1}{6}(n-1)(n)(2 n-1)\right]=\frac{1}{3}\left(\frac{n-1}{n}\right)\left(\frac{2 n-1}{2 n}\right) .
\end{aligned}
$$

Since $\lim _{n \rightarrow \infty} U\left(f, P_{n}\right)=1 / 3$ and $\lim _{n \rightarrow \infty} L\left(f, P_{n}\right)=1 / 3$, we must have $U(f)$ $\leq 1 / 3$ and $L(f) \geq 1 / 3$. But since $L(f) \leq U(f)$ by Theorem 1.6, this means that $L(f)=U(f)=1 / 3$, so that $\int_{0}^{1} x^{2} d x=1 / 3$.

Using upper and lower sums as in Example 1.7 is a difficult way to calculate the value of an integral, even for a simple function like $f(x)=x^{2}$. Fortunately, the fundamental theorem of calculus (Theorem 3.5) will provide a much easier approach. Comparing upper and lower sums can, however, be useful in showing that a given function is not integrable.
1.8 EXAMPLE As a contrast to Example 1.7, we consider the function $g:[0,2] \rightarrow \mathbb{R}$ defined by

$$
g(x)= \begin{cases}1, & \text { if } x \text { is rational } \\ 0, & \text { if } x \text { is irrational }\end{cases}
$$

Let $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ be any partition of [0,2]. Since each subinterval $\left[x_{i-1}, x_{i}\right]$ contains both rational and irrational numbers, we have $M_{i}=1$ and $m_{i}=0$ for all $i=1, \ldots, n$. Thus

$$
U(g, P)=\sum_{i=1}^{n} M_{i} \Delta x_{i}=\sum_{i=1}^{n} \Delta x_{i}=2 \quad \text { and } \quad L(g, P)=\sum_{i=1}^{n} m_{i} \Delta x_{i}=0 .
$$

It follows that $U(g)=2$ and $L(g)=0$. Since the upper and lower integrals of $g$ on $[0,2]$ are not equal, we conclude that $g$ is not integrable on $[0,2]$.

Since not every function is integrable, we are faced with the problem of determining when the integral of a function exists. In Section 2 we identify two large classes of functions that are integrable. Our next theorem will be very useful to us in that task.
1.9 THEOREM Let $f$ be a bounded function on $[a, b]$. Then $f$ is integrable iff for each $\mathcal{E}>0$ there exists a partition $P$ of $[a, b]$ such that

$$
U(f, P)-L(f, P)<\varepsilon
$$

Proof: Suppose that $f$ is integrable, so that $L(f)=U(f)$. Given $\varepsilon>0$, there exists a partition $P_{1}$ of $[a, b]$ such that

$$
L\left(f, P_{1}\right)>L(f)-\frac{\varepsilon}{2}
$$

[This follows from the definition of $L(f)$ as a supremum.] Similarly, there exists a partition $P_{2}$ of $[a, b]$ such that

$$
U\left(f, P_{2}\right)<U(f)+\frac{\varepsilon}{2}
$$

Let $P=P_{1} \cup P_{2}$ and apply Theorem 1.4 to obtain

$$
\begin{aligned}
U(f, P)-L(f, P) & \leq U\left(f, P_{2}\right)-L\left(f, P_{1}\right) \\
& <\left[U(f)+\frac{\varepsilon}{2}\right]-\left[L(f)-\frac{\varepsilon}{2}\right] \\
& =U(f)-L(f)+\varepsilon=\varepsilon .
\end{aligned}
$$

Conversely, given $\varepsilon>0$, suppose that there exists a partition $P$ of $[a, b]$ such that $U(f, P)<L(f, P)+\varepsilon$. Then we have

$$
U(f) \leq U(f, P)<L(f, P)+\varepsilon \leq L(f)+\varepsilon .
$$

Since $\varepsilon>0$ is arbitrary, we must have $U(f) \leq L(f)$. But then Theorem 1.6 implies that $L(f)=U(f)$, so that $f$ is integrable.

## Review of Key Terms in Section 1

| Partition | Lower sum | Lower integral |
| :--- | :--- | :--- |
| Refinement | Upper integral | Riemann integral |
| Upper sum |  |  |

## ANSWER TO PRACTICE PROBLEM

1.5 Since $P \cup Q$ is a refinement of both $P$ and $Q$, Theorem 1.4 implies that $L(f, P) \leq L(f, P \cup Q) \leq U(f, P \cup Q) \leq U(f, Q)$.

## 1 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $f$ be a bounded function defined on the interval $[a, b]$. Mark each statement True or False. Justify each answer.
(a) The upper and lower sums for $f$ always form a bounded set.
(b) If $P$ and $Q$ are partitions of $[a, b]$, then $P \cup Q$ is a refinement of both $P$ and $Q$.
(c) $f$ is Riemann integrable iff its upper and lower sums are equal.
2. Let $f$ be a bounded function defined on the interval $[a, b]$. Mark each statement True or False. Justify each answer.
(a) When $\int_{a}^{b} f$ exists, it is the unique number that lies between $L(f, P)$ and $U(f, P)$ for all partitions $P$ of $[a, b]$.
(b) If $P$ and $Q$ are partitions of $[a, b]$, then $L(f, P) \leq U(f, Q)$.
(c) If $f$ is integrable on $[a, b]$, then given any $\varepsilon>0$ there exists a partition $P$ of $[a, b]$ such that $L(f, P)>U(f)-\varepsilon$.
3. Let $f(x)=x^{2}$ on $[0.5,3]$. As
(a) Find $L(f, P)$ and $U(f, P)$ when $P=\{0.5,1,2,3\}$.
(b) Find $L(f, P)$ and $U(f, P)$ when $P=\{0.5,1,1.5,2,2.5,3\}$.
(c) Use calculus to evaluate $\int_{0.5}^{3} x^{2} d x$.
4. Let $f(x)=1 / x$ on $[1,3]$.
(a) Find $L(f, P)$ and $U(f, P)$ when $P=\{1,2,3\}$.
(b) Find $L(f, P)$ and $U(f, P)$ when $P=\{1,1.5,2,2.5,3\}$.
(c) Use calculus to evaluate $\int_{1}^{3} 1 / x d x$.
5. Suppose that $f(x)=x$ for all $x \in[0, b]$. Show that $f$ is integrable and that $\int_{0}^{b} f(x) d x=b^{2} / 2$. ஆ
6. Suppose that $f(x)=c$ for all $x \in[a, b]$. Show that $f$ is integrable and that $\int_{a}^{b} f(x) d x=c(b-a)$.
7. Let $f(x)=x^{3}$ for $x \in[0,1]$. Given $n \in \mathbb{N}$, let $P_{n}$ be the partition of $[0,1]$ defined in Example 1.7.
(a) Find $L\left(f, P_{n}\right)$ and $U\left(f, P_{n}\right)$. is
(b) Find $L(f)$ and $U(f)$.
8. Give an example of a function $f:[0,1] \rightarrow \mathbb{R}$ that is not integrable on $[0,1]$, but $f^{2}$ is integrable on $[0,1]$.
9. Prove or give a counterexample: If $f$ and $g$ are integrable on $[a, b]$ and $h$ is a function such that $f(x) \leq h(x) \leq g(x)$ for all $x \in[a, b]$, then $h$ is integrable on $[a, b]$.
10. Define $f:[0,1] \rightarrow \mathbb{R}$ by $f(x)=x$ if $x$ is rational and $f(x)=0$ if $x$ is irrational.
(a) Given any partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ of [0,1], show that $U(f, P)>$ $1 / 2$. [Hint: Note that $M_{i}=x_{i}$ and that $x_{i}>\left(x_{i}+x_{i-1}\right) / 2$ since $x_{i}>x_{i-1}$.]
(b) For $n \in \mathbb{N}$, let $P_{n}$ be the partition of $[0,1]$ defined in Example 1.7. Show that $\lim _{n \rightarrow \infty} U\left(f, P_{n}\right)=1 / 2$.
(c) Show that $U(f)=1 / 2$ and $L(f)=0$, so that $f$ is not integrable on $[0,1]$.
11. Let $f$ be a bounded function on $[a, b]$. Suppose that there exists a sequence $\left(P_{n}\right)$ of partitions of $[a, b]$ such that

$$
\lim _{n \rightarrow \infty}\left[U\left(f, P_{n}\right)-L\left(f, P_{n}\right)\right]=0
$$

(a) Prove that $f$ is integrable.
(b) Prove that $\int_{a}^{b} f=\lim _{n \rightarrow \infty} U\left(f, P_{n}\right)=\lim _{n \rightarrow \infty} L\left(f, P_{n}\right)$.
12. Let $f$ be a bounded function on $[a, b]$ and suppose that $f(x) \geq 0$ for all $x \in[a, b]$. Prove that $L(f) \geq 0$.
*13. Let $f$ be continuous on $[a, b]$ and suppose that $f(x) \geq 0$ for all $x \in[a, b]$. Prove that if $L(f)=0$, then $f(x)=0$ for all $x \in[a, b]$. is
14. Let $f$ and $g$ be bounded functions on $[a, b]$.
(a) Prove that $U(f+g) \leq U(f)+U(g)$.
(b) Find an example to show that a strict inequality may hold in part (a).
15. Suppose that $f$ is integrable on $[a, b]$ and that $[c, d] \subseteq[a, b]$. Prove that $f$ is integrable on $[c, d]$.
*16. Let $S=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$ be a finite subset of $[a, b]$. Suppose that $f$ is a bounded function on $[a, b]$ such that $f(x)=0$ if $x \notin S$. Show that $f$ is integrable and that $\int_{a}^{b} f=0$.
17. Suppose that $f$ is integrable on $[a, b]$. Use Theorem 1.9 to prove that $f^{2}$ is integrable on $[a, b]$.
18. Let $f$ be a bounded function on $[a, b]$. In this exercise we identify an alternative way of obtaining the Riemann integral of $f$ by using Riemann sums. (This approach is often used in beginning calculus texts.) Given a partition $P=\left\{x_{0}, \ldots, x_{n}\right\}$ of $[a, b]$, we define the mesh of $P$ by

$$
\operatorname{mesh}(P)=\max \left\{\Delta x_{i}: i=1, \ldots, n\right\} .
$$

A Riemann sum of $f$ associated with $P$ is a sum of the form

$$
\sum_{i=1}^{n} f\left(t_{i}\right) \Delta x_{i}
$$

where $t_{i} \in\left[x_{i-1}, x_{i}\right]$ for $i=1, \ldots, n$. Notice that the choice of $t_{i}$ in $\left[x_{i-1}, x_{i}\right]$ is arbitrary, so that there are infinitely many Riemann sums associated with each partition.
(a) Prove that $f$ is integrable on $[a, b]$ iff for every $\varepsilon>0$ there exists a $\delta>0$ such that $U(f, P)-L(f, P)<\varepsilon$ whenever $P$ is a partition of $[a, b]$ with $\operatorname{mesh}(P)<\delta$.
(b) Prove that $f$ is integrable on $[a, b]$ iff there exists a number $r$ such that for every $\varepsilon>0$ there exists a $\delta>0$ such that $|S-r|<\varepsilon$ for every Riemann sum $S$ of $f$ associated with a partition $P$ such that mesh $(P)<\delta$.

## Section 2 PROPERTIES OF THE RIEMANN INTEGRAL

In this section we establish some of the basic properties of the Riemann integral and show that monotone functions and continuous functions are integrable. Recall that a function is said to be monotone on an interval if it is increasing or decreasing on the interval.
2.1 THEOREM Let $f$ be a monotone function on $[a, b]$. Then $f$ is integrable.

Proof: We suppose that $f$ is increasing on $[a, b]$; the decreasing case is similar. Since $f(a) \leq f(x) \leq f(b)$ for all $x \in[a, b], f$ is bounded on [ $a, b$ ]. Now given $\varepsilon>0$ there exists $k>0$ such that

$$
k[f(b)-f(a)]<\varepsilon .
$$

Let $P=\left\{x_{0}, \ldots, x_{n}\right\}$ be a partition of $[a, b]$ such that $\Delta x_{i} \leq k$ for all $i$. Since $f$ is increasing, we have

$$
m_{i}=f\left(x_{i-1}\right) \text { and } M_{i}=f\left(x_{i}\right)
$$

for $i=1, \ldots, n$. Thus

$$
\begin{aligned}
U(f, P)-L(f, P) & =\sum_{i=1}^{n}\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right]\left(\Delta x_{i}\right) \\
& \leq k \sum_{i=1}^{n}\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right]=k[f(b)-f(a)]<\varepsilon .
\end{aligned}
$$

It follows from Theorem 1.9 that $f$ is integrable on $[a, b]$.
2.2 THEOREM Let $f$ be a continuous function on $[a, b]$. Then $f$ is integrable on $[a, b]$.

Proof: Once again we use Theorem 1.9. Since $f$ is continuous on the compact set $[a, b]$, it is uniformly continuous on $[a, b]$. Thus given any $\varepsilon>0$ there exists a $\delta>0$ such that

$$
|f(x)-f(y)|<\frac{\varepsilon}{b-a}
$$

whenever $x, y \in[a, b]$ and $|x-y|<\delta$. Let $P=\left\{x_{0}, \ldots, x_{n}\right\}$ be a partition of $[a, b]$ such that $\Delta x_{i}<\delta$ for all $i$. Now $f$ assumes its minimum and maximum on each subinterval $\left[x_{i-1}, x_{i}\right]$. That is, there exist points $s_{i}$ and $t_{i}$ in $\left[x_{i-1}, x_{i}\right]$ such that $m_{i}=f\left(s_{i}\right)$ and $M_{i}=f\left(t_{i}\right)$. Since $x_{i}-x_{i-1}<\delta$, we have $\left|s_{i}-t_{i}\right|<\delta$ and

$$
0 \leq M_{i}-m_{i}=f\left(t_{i}\right)-f\left(s_{i}\right)<\frac{\varepsilon}{b-a}
$$

for all $i$. It follows that

$$
U(f, P)-L(f, P)=\sum_{i=1}^{n}\left(M_{i}-m_{i}\right)\left(\Delta x_{i}\right)<\frac{\varepsilon}{b-a} \sum_{i=1}^{n} \Delta x_{i}=\varepsilon
$$

Thus by Theorem 1.9, $f$ is integrable on $[a, b]$.

While Theorems 2.1 and 2.2 establish the integrability of functions in two large classes, other functions besides these are also integrable. In Example 2.3 we describe an integrable function that is neither monotone nor continuous on any interval.
2.3 EXAMPLE Let $f$ be a Dirichlet function defined on the interval $[0,1]$. That is,

$$
f(x)= \begin{cases}\frac{1}{n}, & \text { if } x=\frac{m}{n} \text { is rational in lowest terms } \\ 0, & \text { if } x \text { is irrational. }\end{cases}
$$

We shall show that $f$ is integrable using Theorem 1.9. The idea is to use the fact that there are only a finite number of unit fractions (i.e., fractions of the sort $1 / n$ ) that are larger than any given positive number. These unit fractions will be the $M_{i}$ values of certain subintervals in any partition of $[0,1]$, but by making the subintervals sufficiently small, the sum of $M_{i} \Delta x_{i}$ for these subintervals can be made small. Here are the details. (See Figure 1.)


Figure $1 U(f, P)$ for the modified Dirichlet function
Given any $\varepsilon>0$, choose an integer $N$ such that $N>2 / \varepsilon$. There are only finitely many rational numbers in $[0,1]$ that have a denominator less than $N$ when expressed in lowest terms. Let $Y=\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$ represent this set. (For example, if $N=5$, then $Y=\{0,1 / 4,1 / 3,1 / 2,2 / 3,3 / 4,1\}$.) Let $n$ be an integer such that $n>4 m / \varepsilon$ and consider the partition $P=$ $\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$, where $x_{i}=i / n$ for all $i=0,1, \ldots, n$, so that each of the $n$ subintervals has $\Delta x_{i}=1 / n$.

Now separate the set of indices $i=1, \ldots, n$ of the partition $P$ into two disjoint subsets depending on whether or not the corresponding subinterval contains a point of $Y$. Let

$$
A=\left\{i:\left[x_{i-1}, x_{i}\right] \cap Y=\varnothing\right\} \quad \text { and } B=\left\{i:\left[x_{i-1}, x_{i}\right] \cap Y \neq \varnothing\right\} .
$$

Note that if $i \in A$, then every rational in $\left[x_{i-1}, x_{i}\right]$ has a denominator greater than or equal to $N$, so that $M_{i} \leq 1 / N<\varepsilon / 2$. It follows that

$$
\sum_{i \in A} M_{i} \Delta x_{i} \leq \frac{\varepsilon}{2} \sum_{i \in A} \Delta x_{i}<\frac{\varepsilon}{2} .
$$

On the other hand, each $y_{i}$ can be in at most 2 of the subintervals in $B$. (It could be the right endpoint of one and the left endpoint of another.) So there are at most $2 m$ subintervals in $B$, each of which has length $1 / n$. We also note that $M_{i} \leq 1$ for all $i$. Thus,

$$
\sum_{i \in B} M_{i} \Delta x_{i} \leq(1) \sum_{i \in B} \Delta x_{i} \leq\left(\frac{2 m}{n}\right)<2\left(\frac{\varepsilon}{4}\right)=\frac{\varepsilon}{2}
$$

Combining these results we have

$$
U(f, P)=\sum_{i=1}^{n} M_{i} \Delta x_{i}=\sum_{i \in A} M_{i} \Delta x_{i}+\sum_{i \in B} M_{i} \Delta x_{i}<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

Clearly, we have $L(f, P)=0$, so $U(f, P)-L(f, P)<\varepsilon$, and $f$ is integrable by Theorem 1.9.

We now turn our attention to proving several algebraic properties of the integral.
2.4 THEOREM Let $f$ and $g$ be integrable functions on $[a, b]$ and let $k \in \mathbb{R}$. Then
(a) $k f$ is integrable and $\int_{a}^{b} k f=k \int_{a}^{b} f$, and
(b) $f+g$ is integrable and $\int_{a}^{b}(f+g)=\int_{a}^{b} f+\int_{a}^{b} g$.

Proof: (a) If $k=0$, the result is trivial. Consider the case where $k>0$. Let $P=\left\{x_{0}, \ldots, x_{n}\right\}$ be any partition of $[a, b]$. It follows that for all $i$ we have

$$
M_{i}(k f)=k \cdot M_{i}(f)
$$

Thus $U(k f, P)=k \cdot U(f, P)$, so we have $U(k f)=k \cdot U(f)$. Similarly, we obtain $L(k f)=k \cdot L(f)$. Since $f$ is integrable, $L(f)=U(f)$, so

$$
L(k f)=k \cdot L(f)=k \cdot U(f)=U(k f)
$$

We conclude that $k f$ is integrable and that

$$
\int_{a}^{b} k f=U(k f)=k \cdot U(f)=k \int_{a}^{b} f .
$$

The case where $k<0$ is left to the reader (Exercise 3).
(b) We know that

$$
\sup [(f+g)(D)] \leq \sup f(D)+\sup g(D)
$$

Thus for any partition $P$ we have $M_{i}(f+g) \leq M_{i}(f)+M_{i}(g)$ for each $i$, so

$$
U(f+g, P) \leq U(f, P)+U(g, P)
$$

Similarly, since $\inf [(f+g)(D)] \geq \inf f(D)+\inf g(D)$, we obtain for any partition $P$,

$$
L(f+g, P) \geq L(f, P)+L(g, P)
$$

We now appeal to Theorem 1.9. Given $\varepsilon>0$, there exist partitions $P_{1}$ and $P_{2}$ of $[a, b]$ such that

$$
U\left(f, P_{1}\right)<L\left(f, P_{1}\right)+\frac{\varepsilon}{2} \quad \text { and } \quad U\left(g, P_{2}\right)<L\left(g, P_{2}\right)+\frac{\varepsilon}{2}
$$

Let $P=P_{1} \cup P_{2}$. Then by Theorem 1.4,

$$
U(f, P)<L(f, P)+\frac{\varepsilon}{2} \quad \text { and } \quad U(g, P)<L(g, P)+\frac{\varepsilon}{2}
$$

Combining inequalities, we obtain

$$
\begin{aligned}
U(f+g, P) & \leq U(f, P)+U(g, P) \\
& <L(f, P)+L(g, P)+\varepsilon \leq L(f+g, P)+\varepsilon
\end{aligned}
$$

It follows from Theorem 1.9 that $f+g$ is integrable.
Furthermore, since

$$
\begin{aligned}
\int_{a}^{b}(f+g) & =U(f+g) \leq U(f+g, P) \\
& <L(f, P)+L(g, P)+\varepsilon \\
& \leq L(f)+L(g)+\varepsilon=\int_{a}^{b} f+\int_{a}^{b} g+\varepsilon
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{a}^{b}(f+g) & =L(f+g) \geq L(f+g, P) \\
& >U(f, P)+U(g, P)-\varepsilon \\
& \geq U(f)+U(g)-\varepsilon=\int_{a}^{b} f+\int_{a}^{b} g-\varepsilon
\end{aligned}
$$

we must have

$$
\int_{a}^{b}(f+g)=\int_{a}^{b} f+\int_{a}^{b} g
$$

2.5 PRACTICE Suppose that $f$ and $g$ are integrable on $[a, b]$ and that $f(x) \leq g(x)$ for all $x \in[a, b]$. Prove that $\int_{a}^{b} f \leq \int_{a}^{b} g$.
2.6 THEOREM Suppose that $f$ is integrable on both $[a, c]$ and $[c, b]$. Then $f$ is integrable on $[a, b]$. Furthermore, $\int_{a}^{b} f=\int_{a}^{c} f+\int_{c}^{b} f$.

Proof: Given $\varepsilon>0$, there exist partitions $P_{1}$ of $[a, c]$ and $P_{2}$ of $[c, b]$ such that

$$
U\left(f, P_{1}\right)-L\left(f, P_{1}\right)<\frac{\varepsilon}{2} \quad \text { and } \quad U\left(f, P_{2}\right)-L\left(f, P_{2}\right)<\frac{\varepsilon}{2} .
$$

Let $P=P_{1} \cup P_{2}$. Then $P$ is a partition of $[a, b]$ and we have

$$
\begin{aligned}
U(f, P)-L(f, P) & =U\left(f, P_{1}\right)+U\left(f, P_{2}\right)-L\left(f, P_{1}\right)-L\left(f, P_{2}\right) \\
& =\left[U\left(f, P_{1}\right)-L\left(f, P_{1}\right)\right]+\left[U\left(f, P_{2}\right)-L\left(f, P_{2}\right)\right] \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

Thus $f$ is integrable on $[a, b]$ by Theorem 1.9. Furthermore,

$$
\begin{aligned}
\int_{a}^{b} f \leq U(f, P) & =U\left(f, P_{1}\right)+U\left(f, P_{2}\right) \\
& <L\left(f, P_{1}\right)+L\left(f, P_{2}\right)+\varepsilon \leq \int_{a}^{c} f+\int_{c}^{b} f+\varepsilon
\end{aligned}
$$

and also

$$
\begin{aligned}
\int_{a}^{b} f \geq L(f, P) & =L\left(f, P_{1}\right)+L\left(f, P_{2}\right) \\
& >U\left(f, P_{1}\right)+U\left(f, P_{2}\right)-\varepsilon \geq \int_{a}^{c} f+\int_{c}^{b} f-\varepsilon
\end{aligned}
$$

so that $\int_{a}^{b} f=\int_{a}^{c} f+\int_{c}^{b} f$, as desired.

Because of our experience with continuous functions and differentiable functions, we might hope that the composition of two integrable functions would be integrable. Unfortunately, this is not the case. (See Exercise 7.) We do, however, have the following very useful result.
2.7 THEOREM Suppose that $f$ is integrable on $[a, b]$ and $g$ is continuous on $[c, d]$, where $f([a, b]) \subseteq[c, d]$. Then $g \circ f$ is integrable on $[a, b]$.

Proof: Given any $\varepsilon>0$, let $K=\sup \{|g(t)|: t \in[c, d]\}$ and choose $\varepsilon^{\prime}>0$ such that $\varepsilon^{\prime}(b-a+2 K)<\varepsilon$. Since $g$ is continuous on $[c, d]$, it is uniformly continuous on $[c, d]$. Thus there exists a $\delta>0$ such that $\delta<\varepsilon^{\prime}$ and such that $|g(s)-g(t)|<\varepsilon^{\prime}$ whenever $|s-t|<\delta$ and $s, t \in$ $[c, d]$. Since $f$ is integrable on $[a, b]$, there exists a partition $P=$ $\left\{x_{0}, \ldots, x_{n}\right\}$ of $[a, b]$ such that

$$
U(f, P)-L(f, P)<\delta^{2}
$$

We claim that for this partition $P$ we also have

$$
U(g \circ f, P)-L(g \circ f, P)=\sum_{i=1}^{n}\left[M_{i}(g \circ f)-m_{i}(g \circ f)\right]\left(\Delta x_{i}\right)<\varepsilon
$$

To show this, we separate the set of indices of the partition $P$ into two disjoint sets. On the first set we make $M_{i}(g \circ f)-m_{i}(g \circ f)$ small and on the second set we make $\Sigma \Delta x_{i}$ small. Let

$$
A=\left\{i: M_{i}(f)-m_{i}(f)<\delta\right\} \text { and } B=\left\{i: M_{i}(f)-m_{i}(f) \geq \delta\right\}
$$

Then if $i \in A$ and $x, y \in\left[x_{i-1}, x_{i}\right]$, we have

$$
|f(x)-f(y)| \leq M_{i}(f)-m_{i}(f)<\delta
$$

so that $|(g \circ f)(x)-(g \circ f)(y)|<\mathcal{E}^{\prime}$. But then $M_{i}(g \circ f)-m_{i}(g \circ f) \leq \varepsilon^{\prime}$. It follows that

$$
\sum_{i \in A}\left[M_{i}(g \circ f)-m_{i}(g \circ f)\right]\left(\Delta x_{i}\right) \leq \varepsilon^{\prime} \sum_{i \in A} \Delta x_{i} \leq \varepsilon^{\prime}(b-a)
$$

On the other hand, if $i \in B$, then $\left[M_{i}(f)-m_{i}(f)\right] / \delta \geq 1$, so that

$$
\begin{aligned}
\sum_{i \in B} \Delta x_{i} & \leq \frac{1}{\delta} \sum_{i \in B}\left[M_{i}(f)-m_{i}(f)\right]\left(\Delta x_{i}\right) \\
& \leq \frac{1}{\delta}[U(f, P)-L(f, P)]<\delta<\varepsilon^{\prime}
\end{aligned}
$$

Thus since $M_{i}(g \circ f)-m_{i}(g \circ f) \leq 2 K$ for all $i$, we have

$$
\sum_{i \in B}\left[M_{i}(g \circ f)-m_{i}(g \circ f)\right]\left(\Delta x_{i}\right) \leq 2 K \sum_{i \in B} \Delta x_{i}<2 K \varepsilon^{\prime}
$$

Now when we combine all the indices we obtain

$$
\begin{aligned}
& U(g \circ f, P)-L(g \circ f, P) \\
& =\sum_{i \in A}\left[M_{i}(g \circ f)-m_{i}(g \circ f)\right]\left(\Delta x_{i}\right) \\
& \quad+\sum_{i \in B}\left[M_{i}(g \circ f)-m_{i}(g \circ f)\right]\left(\Delta x_{i}\right) \\
& \leq
\end{aligned}
$$

Hence $g \circ f$ is integrable on $[a, b]$ by Theorem 1.9.
2.8 COROLLARY Let $f$ be integrable on $[a, b]$. Then $|f|$ is integrable on $[a, b]$ and

$$
\left|\int_{a}^{b} f\right| \leq \int_{a}^{b}|f|
$$

Proof: Since $f$ is integrable on $[a, b]$, there exists $B>0$ such that $|f(x)| \leq$ $B$ for all $x \in[a, b]$. Define $g:[-B, B] \rightarrow \mathbb{R}$ by $g(t)=|t|$. Then $g$ is
continuous on $[-B, B]$ and $g \circ f=|f|$. It follows from Theorem 2.7 that $|f|$ is integrable.

To establish the inequality between the integrals, we note that $-|f(x)| \leq f(x) \leq|f(x)|$ for all $x \in[a, b]$, so that Practice 2.5 implies that

$$
-\int_{a}^{b}|f| \leq \int_{a}^{b} f \leq \int_{a}^{b}|f|
$$

But then $\left|\int_{a}^{b} f\right| \leq \int_{a}^{b}|f|$, as desired.
2.9 PRACTICE Suppose that $f$ is integrable on $[a, b]$ and let $n \in \mathbb{N}$. Use Theorem 2.7 to prove that $f^{n}$ is integrable on $[a, b]$. (We define $f^{n}$ by $f^{n}(x)=[f(x)]^{n}$ for all $x \in[a, b]$.)

## Review of Key Terms in Section 2
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## ANSWERS TO PRACTICE PROBLEMS

2.5 Here are two different approaches: (1) Given any partition $P$ of $[a, b]$, since $f(x) \leq g(x)$ for all $x \in[a, b]$, we have $M_{i}(f) \leq M_{i}(g)$ for all $i$. Thus for any partition $P$, we have $U(f, P) \leq U(g, P)$, so $\int_{a}^{b} f=U(f) \leq U(g)$ $=\int_{a}^{b} g$. (2) By Theorem 2.4, the function $h=g-f$ is integrable on $[a, b]$. Since $h(x) \geq 0$ for all $x \in[a, b]$, Exercise 1.12 implies that $\int_{a}^{b} h=$ $L(h) \geq 0$. But then $\int_{a}^{b} g-\int_{a}^{b} f \geq 0$, by Theorem 2.4 again.
2.9 Since $f$ is integrable on $[a, b]$, there exists $B>0$ such that $|f(x)| \leq B$ for all $x \in[a, b]$. Define $g:[-B, B] \rightarrow \mathbb{R}$ by $g(t)=t^{n}$. Then $g$ is continuous on $[-B, B]$ and $g \circ f=f^{n}$. Thus $f^{n}$ is integrable by Theorem 2.7.

## 2 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $f$ is monotone on $[a, b]$, then $f$ is integrable on $[a, b]$.
(b) If $f$ is integrable on $[a, b]$, then $f$ is continuous on $[a, b]$.
(c) If $f$ and $g$ are integrable on $[a, b]$, then $f+g$ is integrable on $[a, b]$ and $\int_{a}^{b}(f+g)=\int_{a}^{b} f+\int_{a}^{b} g$.
2. Mark each statement True or False. Justify each answer.
(a) If $f$ is continuous on $[0,2]$ and $0 \leq f(x) \leq 4$ for all $x \in[0,2]$, then $I=\int_{0}^{2} f$ exists and $0 \leq I \leq 8$.
(b) If $f$ is integrable on $[a, b]$ and $g$ is integrable on $[c, d]$, where $f([a, b]) \subseteq$ $[c, d]$, then $g \circ f$ is integrable on $[a, b]$.
(c) If $f$ is integrable on $[a, b]$, then $|f|$ is integrable on $[a, b]$ and $\int_{a}^{b}|f| \leq\left|\int_{a}^{b} f\right|$.
3. Let $f$ be integrable on $[a, b]$, let $P$ be a partition of $[a, b]$, and let $k<0$.
(a) Show that $L(k f, P)=k \cdot U(f, P)$ and $U(k f, P)=k \cdot L(f, P)$. As
(b) Show that $L(k f)=k \cdot U(f)$ and $U(k f)=k \cdot L(f)$.
(c) Complete the proof of Theorem 2.4(a).
4. Prove the case in Theorem 2.1 where $f$ is decreasing.
5. Let $f$ be continuous on $[a, b]$ and suppose that $f(x) \geq 0$ for all $x \in[a, b]$. Prove that if there exists a point $c \in[a, b]$ such that $f(c)>0$, then $\int_{a}^{b} f>0$. \&
6. Let $f$ be continuous on $[a, b]$ and suppose that, for every integrable function $g$ defined on $[a, b], \int_{a}^{b} f g=0$. Prove that $f(x)=0$ for all $x \in[a, b]$.
7. Let $f:[0,1] \rightarrow[0,1]$ be the modified Dirichlet function of Example 2.3 and let $h:[0,1] \rightarrow[0,1]$ be the function of Example 1.8 (with domain restricted to $[0,1])$. Find an integrable function $g:[0,1] \rightarrow[0,1]$ such that $h=g \circ f$, thereby showing that the composition of two integrable functions need not be integrable.
8. Suppose that $f$ is integrable on $[a, b]$ and that there exists $k>0$ such that $f(x) \geq k$ for all $x \in[a, b]$. Prove that $1 / f$ is integrable on $[a, b]$.
9. Let $f$ and $g$ be integrable on $[a, b]$.
*(a) Show that their product $f g$ is integrable on $[a, b]$. At
(b) Show that max $(f, g)$ and $\min (f, g)$ are integrable on $[a, b]$.
10. Find an example of a function $f:[0,1] \rightarrow \mathbb{R}$ such that $f$ is not integrable on $[0,1]$, but $|f|$ is integrable on $[0,1]$.
*11. Let $f$ be integrable on $[a, b]$ and suppose that $m \leq f(x) \leq M$ for all $x \in[a, b]$. Show that $m(b-a) \leq \int_{a}^{b} f \leq M(b-a)$.
11. Prove the mean value theorem for integrals: If $f$ is continuous on $[a, b]$, then there exists $c \in(a, b)$ such that

$$
f(c)=\frac{1}{b-a} \int_{a}^{b} f .
$$

13. Let $f$ and $g$ be continuous on $[a, b]$, and suppose that $\int_{a}^{b} f=\int_{a}^{b} g$. Prove that there exists $c \in[a, b]$ such that $f(c)=g(c)$. it
14. Let $f$ and $g$ be integrable on $[a, b]$ and suppose that $h$ is defined on $[a, b]$ such that $f(x) \leq h(x) \leq g(x)$ for all $x \in[a, b]$. Prove that if $\int_{a}^{b} f=\int_{a}^{b} g$, then $h$ is integrable on $[a, b]$ and $\int_{a}^{b} h=\int_{a}^{b} f$.
*15. (a) Prove the extended mean value theorem for integrals: If $f$ and $g$ are continuous on $[a, b]$ and $g(x) \geq 0$ for all $x \in[a, b]$, then there exists $c \in[a, b]$ such that

$$
\int_{a}^{b}(f g)=f(c) \int_{a}^{b} g \cdot \hat{\forall}
$$

(b) Show that Exercise 12 is a special case of part (a).
16. This question has been intentionally excluded for this edition.
17. Let $f$ be integrable on $[a, b]$ and let $S=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$ be a finite subset of $[a, b]$. Suppose that $g$ is a bounded function on $[a, b]$ such that $g(x)=$ $f(x)$ for all $x \notin S$. Prove that $g$ is integrable on $[a, b]$ and that $\int_{a}^{b} g=\int_{a}^{b} f$. $\hat{\text { is }}$
18. Let $\left(y_{n}\right)$ be a sequence of points in $[a, b]$ converging to $y_{0}$ in $[a, b]$. Suppose that $f$ is bounded on $[a, b]$ and that $f$ is continuous on $[a, b]$ except at the points $y_{i}, i=0,1,2, \ldots$. Prove that $f$ is integrable on $[a, b]$.
19. Define $f:[0,1] \rightarrow \mathbb{R}$ by $f(x)=\sin (1 / x)$ if $x \neq 0$ and $f(0)=0$. Show that $f$ is integrable on $[0,1]$. $\begin{aligned} \text { tr }\end{aligned}$
*20. Generalize Exercise 19 to the following: Let $f$ be bounded on $[a, b]$ and integrable on $[c, b]$ for each $c \in(a, b)$. Prove that $f$ is integrable on $[a, b]$.
21. Prove the Cauchy-Schwarz inequality: If $f$ and $g$ are integrable on $[a, b]$, then $\left(\int_{a}^{b} f g\right)^{2} \leq\left(\int_{a}^{b} f^{2}\right)\left(\int_{a}^{b} g^{2}\right)$. As

## Section 3 THE FUNDAMENTAL THEOREM OF CALCULUS

The fundamental theorem of calculus is really two theorems, each expressing that differentiation and integration are inverse operations. The first result says in essence that "the derivative of the integral of a function is the original function." The second result establishes the reverse: "The integral of the derivative of a function is again the same function." (Of course, there are certain conditions that the function involved must satisfy.)

Historically, the operations of integration and differentiation were developed to solve seemingly unrelated problems. These problems may be described geometrically as finding the area under a curve and finding the slope of a curve at a point. The proof of their inverse relationship was one of the important theoretical (and practical) contributions of Newton and Leibniz in the seventeenth century.

In our discussion of integrals we have defined $\int_{a}^{b} f$ only when $a<b$. It will be convenient now to extend this and let $\int_{b}^{a} f=-\int_{a}^{b} f$. We also set $\int_{a}^{a} f=0$.
3.1 THEOREM (The Fundamental Theorem of Calculus I) Let $f$ be integrable on $[a, b]$. For each $x \in[a, b]$, let

$$
F(x)=\int_{a}^{x} f(t) d t
$$

Then $F$ is uniformly continuous on $[a, b]$. Furthermore, if $f$ is continuous at $c \in[a, b]$, then $F$ is differentiable at $c$ and

$$
F^{\prime}(c)=f(c)
$$

Proof: Since $f$ is integrable on $[a, b]$, it is bounded there. That is, there exists $B>0$ such that $|f(x)| \leq B$ for all $x \in[a, b]$. To see that $F$ is uniformly continuous on $[a, b]$, let $\varepsilon>0$ be given. If $x, y \in[a, b]$ with $x<y$ and $|x-y|<\varepsilon / B$, then

$$
\begin{aligned}
|F(y)-F(x)| & =\left|\int_{a}^{y} f(t) d t-\int_{a}^{x} f(t) d t\right|=\left|\int_{x}^{y} f(t) d t\right| \\
& \leq \int_{x}^{y}|f(t)| d t \leq \int_{x}^{y} B d t=B(y-x)<\varepsilon
\end{aligned}
$$

where we have used Theorem 2.6 and Corollary 2.8. Thus $F$ is uniformly continuous on $[a, b]$.

Now suppose that $f$ is continuous at $c \in[a, b]$. Then given any $\varepsilon>0$ there exists a $\delta>0$ such that $|f(t)-f(c)|<\mathcal{E}$ whenever $t \in[a, b]$ and $|t-c|<\delta$. Since $f(c)$ is a constant, we may write

$$
f(c)=\frac{1}{x-c} \int_{c}^{x} f(c) d t, \quad \text { for } x \neq c
$$

Then for any $x \in[a, b]$ with $0<|x-c|<\delta$, we have

$$
\begin{aligned}
\left|\frac{F(x)-F(c)}{x-c}-f(c)\right| & =\left|\frac{1}{x-c}\left[\int_{a}^{x} f(t) d t-\int_{a}^{c} f(t) d t\right]-f(c)\right| \\
& =\left|\frac{1}{x-c} \int_{c}^{x} f(t) d t-\frac{1}{x-c} \int_{c}^{x} f(c) d t\right| \\
& =\left|\frac{1}{x-c}\right|\left|\int_{c}^{x}[f(t)-f(c)] d t\right| \\
& \leq\left|\frac{1}{x-c}\right| \int_{c}^{x}|f(t)-f(c)| d t \\
& <\left|\frac{1}{x-c}\right| \varepsilon|x-c|=\varepsilon
\end{aligned}
$$

where we have used Theorem 2.6 and Corollary 2.8 again. [Also note that $|t-c|<\delta$, since $t$ is between $c$ and $x$, and this enabled us to use $|f(t)-f(c)|<\varepsilon$.] Since $\varepsilon>0$ was arbitrary, we conclude that

$$
F^{\prime}(c)=\lim _{x \rightarrow c} \frac{F(x)-F(c)}{x-c}=f(c)
$$

3.2 EXAMPLE When a function is defined in terms of an integral over a variable interval, Theorem 3.1 may be used to differentiate the function. Using the Leibnitz notation we may write

$$
\frac{d}{d x}\left(\int_{a}^{x} f(t) d t\right)=f(x)
$$

For example,

$$
\text { if } F(x)=\int_{0}^{x} \sqrt{5+t^{3}} d t \text { for } x \geq 0, \text { then } F^{\prime}(x)=\sqrt{5+x^{3}}
$$

Or

$$
\frac{d}{d x}\left(\int_{0}^{x} \sqrt{5+t^{3}} d t\right)=\sqrt{5+x^{3}}
$$

This idea is extended in the following corollary.
3.3 COROLLARY Let $f$ be continuous on $[a, b]$ and let $g$ be differentiable on $[c, d]$, where $g([c, d]) \subseteq[a, b]$. Define

$$
F(x)=\int_{a}^{g(x)} f, \quad \text { for all } x \in[c, d]
$$

Then $F$ is differentiable on $[c, d]$ and $F^{\prime}(x)=[(f \circ g)(x)] g^{\prime}(x)$.
Proof: Let $G(x)=\int_{a}^{x} f$ for $x \in[a, b]$ so that $F=G \circ g$ on $[c, d]$. Now use the Chain Rule and Theorem 3.1. The details are left to the reader in Exercise 3.
3.4 EXAMPLE If $F(x)=\int_{0}^{x^{2}} \sqrt{5+t^{3}} d t$ for $x \geq 0$, then

$$
F^{\prime}(x)=\left(\sqrt{5+\left(x^{2}\right)^{3}}\right)(2 x)=2 x \sqrt{5+x^{6}}
$$

3.5 THEOREM (The Fundamental Theorem of Calculus II) If $f$ is differentiable on $[a, b]$ and $f^{\prime}$ is integrable on $[a, b]$, then

$$
\int_{a}^{b} f^{\prime}=f(b)-f(a)
$$

Proof: Let $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ be any partition of $[a, b]$. By applying the mean value theorem to each subinterval $\left[x_{i-1}, x_{i}\right]$, we obtain points $t_{i} \in\left(x_{i}\right.$ ${ }_{-1}, x_{i}$ ) such that

$$
f\left(x_{i}\right)-f\left(x_{i-1}\right)=f^{\prime}\left(t_{i}\right)\left(x_{i}-x_{i-1}\right)
$$

Thus we have

$$
f(b)-f(a)=\sum_{i=1}^{n}\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right]=\sum_{i=1}^{n} f^{\prime}\left(t_{i}\right)\left(x_{i}-x_{i-1}\right)
$$

Since $m_{i}\left(f^{\prime}\right) \leq f^{\prime}\left(t_{i}\right) \leq M_{i}\left(f^{\prime}\right)$ for all $i$, it follows that

$$
L\left(f^{\prime}, P\right) \leq f(b)-f(a) \leq U\left(f^{\prime}, P\right)
$$

Since this holds for each partition $P$, we also have

$$
L\left(f^{\prime}\right) \leq f(b)-f(a) \leq U\left(f^{\prime}\right)
$$

But $f^{\prime}$ is assumed to be integrable on $[a, b]$, so $L\left(f^{\prime}\right)=U\left(f^{\prime}\right)=\int_{a}^{b} f^{\prime}$. Thus $f(b)-f(a)=\int_{a}^{b} f^{\prime}$.

As any first-year calculus student knows, one important application of Theorem 3.5 is in the evaluation of definite integrals.
3.6 EXAMPLE Let $f(x)=x^{3}$ for $x \in \mathbb{R}$. Then $f^{\prime}(x)=3 x^{2}$, so we have

$$
\int_{1}^{4} 3 x^{2} d x=f(4)-f(1)=64-1=63 .
$$

There are also useful theoretical results that follow from Theorem 3.5. For example, we have the familiar formula for "integration by parts."
3.7 PRACTICE (Integration by Parts) Suppose that $f$ and $g$ are differentiable on $[a, b]$ and that $f^{\prime}$ and $g^{\prime}$ are integrable on $[a, b]$. Prove that

$$
\int_{a}^{b} f g^{\prime}=[f(b) g(b)-f(a) g(a)]-\int_{a}^{b} f^{\prime} g .
$$

(Hint: Let $h=f g$ so that $h^{\prime}=f g^{\prime}+f^{\prime} g$.)

## Improper Integrals

Throughout our discussion of the Riemann integral we have assumed that the function being integrated is bounded and that the integral is being taken over a bounded interval. Under these conditions the integral, when it exists, is said to be a proper integral. There are situations, however, when we wish to relax one or both of the boundedness restrictions. By so doing we may sometimes obtain an improper integral that is given as a limit of proper integrals.
3.8 DEFINITION Let $f$ be defined on $(a, b]$ and integrable on $[c, b]$ for every $c \in(a, b]$. If $\lim _{c \rightarrow a+} \int_{c}^{b} f$ exists, finite or infinite, then the improper integral of $f$ on ( $a, b$ ], denoted by $\int_{a}^{b} f$, is given by

$$
\int_{a}^{b} f=\lim _{c \rightarrow a+} \int_{c}^{b} f
$$

If it happens that the function $f$ in Definition 3.8 is bounded on $[a, b]$, then it will also be integrable on $[a, b]$ as a proper integral. (See Exercise 2.20.) It follows from the continuity part of Theorem 3.1 that in this case the proper and improper integrals agree. Thus the only significant use of Definition 3.8 is when $f$ is unbounded on $(a, b]$. We also note that $f(x)$ need not be defined at $x=a$, and if it is defined there, its value does not affect the integrability of the function or change the value of the integral.

If $L=\lim _{c \rightarrow a+} \int_{c}^{b} f$ is a finite number, the improper integral $\int_{a}^{b} f$ is said to converge to $L$. If $L=\infty$ (respectively, $-\infty$ ), the integral is said to diverge to $\infty$ (respectively, $-\infty$ ).

### 3.9 EXAMPLE

(a) Let $f(x)=x^{-1 / 3}$ for $x \in(0,1]$. Then $f$ is not integrable on $[0,1]$, since it is not bounded there. But for each $c \in(0,1]$ we have

$$
\left.\int_{c}^{1} x^{-1 / 3} d x=\frac{3}{2} x^{2 / 3}\right]_{c}^{1}=\frac{3}{2}\left(1-c^{2 / 3}\right) .
$$

[The notation $g(x)]_{a}^{b}$ represents $g(b)-g(a)$.] If we take the limit as $c \rightarrow 0+$, we find that the improper integral of $f$ on $(0,1]$ exists and is equal to $3 / 2$ :

$$
\int_{0}^{1} x^{-1 / 3} d x=\lim _{c \rightarrow 0+} \frac{3}{2}\left(1-c^{2 / 3}\right)=\frac{3}{2}
$$

(b) Let $g(x)=1 / x$ for $x \in(0,1]$. Then for each $c \in(0,1]$ we have

$$
\int_{c}^{1} \frac{1}{x} d x=\ln 1-\ln c=-\ln c .
$$

Since $\lim _{c \rightarrow 0+}(-\ln c)=\infty$, the improper integral $\int_{0}^{1}(1 / x) d x$ diverges to $\infty$ and we write

$$
\int_{0}^{1} \frac{1}{x} d x=\infty .
$$

The improper integral of a function that is unbounded at the right endpoint is defined in a way analogous to Definition 3.8. To handle the case when the interval itself is unbounded, we have the following definition.
3.10 DEFINITION Let $f$ be defined on $[a, \infty)$ and integrable on $[a, c]$ for every $c>a$. If $\lim _{c \rightarrow \infty} \int_{a}^{c} f$ exists, then the improper integral of $f$ on $[a, \infty)$, denoted by $\int_{a}^{\infty} f$, is given by

$$
\int_{a}^{\infty} f=\lim _{c \rightarrow \infty} \int_{a}^{c} f
$$

3.11 PRACTICE Let $f(x)=x^{-2}$ for $x \geq 1$. Find $\int_{1}^{\infty} f$, if it exists.
3.12 EXAMPLE Let $g(x)=\cos x$ for $x \geq 0$. Then for each $c>0$ we have

$$
\int_{0}^{c} \cos x d x=\sin c-\sin 0=\sin c .
$$

Since $\lim _{c \rightarrow \infty} \sin c$ does not exist, the expression $\int_{0}^{\infty} \cos x d x$ is not an improper integral and it has no meaning.

## Review of Key Terms in Section 3
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## ANSWERS TO PRACTICE PROBLEMS

3.7 If $h=f g$, then $h^{\prime}=f g^{\prime}+f^{\prime} g$. Now $f$ and $g$ are differentiable, hence continuous, and therefore integrable on $[a, b]$. Thus Theorem 2.4 and Exercise 2.9 imply that $h^{\prime}$ is integrable on $[a, b]$.
From the fundamental theorem (3.5), we then obtain $\int_{a}^{b} h^{\prime}=h(b)-h(a)$.
That is,

$$
\int_{a}^{b}\left(f g^{\prime}\right)+\int_{a}^{b}\left(f^{\prime} g\right)=f(b) g(b)-f(a) g(a)
$$

3.11 For each $c>1$ we have $\int_{1}^{c} x^{-2} d x=-1 /\left.x\right|_{1} ^{c}=1-1 / c$. Thus

$$
\int_{1}^{\infty} x^{-2} d x=\lim _{c \rightarrow \infty}\left(1-\frac{1}{c}\right)=1
$$

## 3 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) The operations of integration and differentiation were originally developed to solve the same problem.
(b) If $f$ is continuous on $[a, b], c \in[a, b]$, and $F(x)=\int_{a}^{x} f(t) d t$, then $F^{\prime}(c)=f(c)$.
2. Mark each statement True or False. Justify each answer.
(a) If $f$ is bounded on $[a, b]$ then the proper integral of $f$ on $[a, b]$ and the improper integral of $f$ on $(a, b]$ are equal.
(b) Suppose $f$ is defined on $[a, b]$ and integrable on $[c, b]$ for every $c \in(a, b]$. If $\lim _{c \rightarrow a+} \int_{c}^{b} f$ does not exist, then the improper integral $\int_{a}^{b} f$ is said to diverge.
3. Finish the proof of Corollary 3.3.
4. Let $f$ be continuous on $[a, b]$. For each $x \in[a, b]$ let $F(x)=\int_{x}^{b} f$. Show that $F$ is differentiable and that $F^{\prime}(x)=-f(x)$.
5. Use Theorem 3.1 and the previous exercises to find a formula for the derivative of each function. is
(a) $F(x)=\int_{0}^{x} \sqrt{1+t^{2}} d t$
(b) $F(x)=\int_{-x}^{x} \sqrt{1+t^{2}} d t$
(c) $F(x)=\int_{0}^{\sin x} \cos t^{2} d t$
(d) $F(x)=\int_{x^{2}}^{x^{3}} \sqrt{1+t^{2}} d t$
6. Repeat Exercise 5 for the following functions.
(a) $F(x)=\int_{1}^{x^{2}}\left(1+t^{2}\right)^{-2} d t$
(b) $F(x)=\int_{0}^{x} \sqrt{1+t^{2}} d t+\int_{x}^{2} \sqrt{1+t^{2}} d t$
(c) $F(x)=\int_{0}^{2 x} \sin t^{2} d t$
(d) $F(x)=\int_{x^{2}}^{x^{4}} \cos \sqrt{t} d t$
7. Let $F(x)=\int_{0}^{x} x e^{t^{2}} d t$ for $x \in[0,1]$. Find $F^{\prime \prime}(x)$ for $x \in(0,1)$. Caution: $F^{\prime}(x) \neq x e^{x^{2}}$. ts
8. Let $f(t)=t$ for $0 \leq t \leq 2$ and $f(t)=3$ for $2<t \leq 4$.
(a) Find an explicit expression for $F(x)=\int_{0}^{x} f(t) d t$ as a function of $x$.
(b) Sketch $F$ and determine where $F$ is differentiable.
(c) Find a formula for $F^{\prime}(x)$ wherever $F$ is differentiable.
9. Use Theorem 3.1 to prove Theorem 3.5 for the case when $f$ is differentiable on $[a, b]$ and $f^{\prime}$ is continuous on $[a, b]$. $\lambda$
10. Use Theorem 3.1 to evaluate $\lim _{x \rightarrow 0}(1 / x) \int_{0}^{x} \sqrt{9+t^{2}} d t$.
11. Let $f$ be continuous on $[0, \infty)$. Suppose that $f(x) \neq 0$ for all $x>0$ and that $[f(x)]^{2}=2 \int_{0}^{x} f$ for all $x \geq 0$. Prove that $f(x)=x$ for all $x \geq 0$. As
12. Let $f$ be continuous on $[a, b]$. Suppose that $\int_{a}^{x} f=\int_{x}^{b} f$ for all $x \in[a, b]$. Prove that $f(x)=0$ for all $x \in[a, b]$.
13. In the statement of Theorem 3.5 we require that $f^{\prime}$ be integrable on $[a, b]$. Show that this requirement is necessary. That is, find a differentiable function $f$ such that $f^{\prime}$ is not integrable. is
14. Prove the following "change of variable" theorem: Let $g$ be differentiable on $[c, d]$ and $g^{\prime}$ be integrable on $[c, d]$. Suppose that $f$ is continuous on the range of $g$. If $g(c)=a$ and $g(d)=b$, then

$$
\int_{c}^{d}(f \circ g)(x) g^{\prime}(x) d x=\int_{a}^{b} f(x) d x
$$

[Hint: Define $F(x)=\int_{a}^{x} f(t) d t$ for $x \in$ range $g$ and $h(x)=(F \circ g)(x)$ for $x \in[c, d]$. Then look at $\left.\int_{c}^{d} h^{\prime}(x) d x.\right]$
15. Use Exercise 14 to evaluate $\int_{0}^{2} 3 x^{2} \sqrt{x^{3}+1} d x$. Identify the functions $f$ and $g$ that you have used and explicitly write down $\int_{a}^{b} f(x) d x$. \&s
16. Repeat Exercise 15 for $\int_{0}^{\pi / 2}(\cos x)(1+\sin x)^{3} d x$.
17. Find the value of each improper integral, provided it is finite.
(a) $\int_{0}^{1} x^{-2} d x$
(b) $\int_{0}^{2}(2-x)^{-1 / 2} d x$
(c) $\int_{0}^{\infty} e^{-x} d x \lambda$
(d) $\int_{1}^{\infty} x^{-1 / 3} d x$
(e) $\int_{0}^{1} \ln x d x$
(f) $\int_{-2}^{2} x^{-3} d x$
18. Find all values of $p$ for which each integral (proper or improper) has a finite value and find this value.
(a) $\int_{0}^{1} x^{p} d x$
(b) $\int_{1}^{\infty} x^{p} d x$
19. Prove the following form of Taylor's theorem in which the remainder term is expressed as an integral: Suppose that $f$ and its first $n+1$ derivatives are continuous on a closed interval $I$ containing the point $a$. Then for each $x \in I$,

$$
f(x)=f(a)+f^{\prime}(a)(x-a)+\frac{f^{\prime \prime}(a)}{2}(x-a)^{2}+\cdots+\frac{f^{(n)}(a)}{n!}(x-a)^{n}+R_{n}
$$

where the remainder $R_{n}$ is given by

$$
R_{n}=\frac{1}{n!} \int_{a}^{x}(x-t)^{n} f^{(n+1)}(t) d t
$$

20. Use Exercise 19 and Exercise 2.15 to prove Taylor's theorem for the case when $f^{(n+1)}$ is continuous on $[a, b]$.

## Hints for Selected Exercises

## Section 1

3. (a) $U(f, P)=27 / 2=13.5$;
(b) $U(f, P)=45 / 4=11.25$;
(c) $\approx 8.96$.
4. For each $n \in \mathbb{N}$ consider the partition $P_{n}=\{0, b / n, 2 b / n, \ldots,(n-1) b / n, b\}$.
5. (a) The formula $1^{3}+2^{3}+\cdots+n^{3}=\frac{1}{4} n^{2}(n+1)^{2}$ for all $n \in \mathbb{N}$ will be helpful. We obtain $L\left(f, P_{n}\right)=(1-1 / n)^{2} / 4$.
6. This hint has been intentionally excluded for this edition.

## Section 2

3. (a) This hint has been intentionally excluded for this edition.
4. Use Exercise 1.13.
5. (a) Note that $f g=\left[(f+g)^{2}-f^{2}-g^{2}\right] / 2$.
6. Use Exercise 12 with the function $h=f-g$.
7. (a) If $g(x)=0$ for all $x$, then the result is trivial. If $g(x)>0$ for some $x$ in $[a, b]$, apply Exercise 6 to obtain $\int_{a}^{b} g>0$. If $m \leq f(x) \leq M$ for all $x \in[a, b]$, then $m \int_{a}^{b} g \leq \int_{a}^{b}(f g) \leq M \int_{a}^{b} g$. Divide by $\int_{a}^{b} g$ and use the intermediate value theorem.
8. Use Exercise 1.16.
9. Given any $c \in(0,1), f$ is integrable on $[c, 1]$ since it is continuous there.
10. Let $\alpha=\int_{a}^{b} g^{2}$ and $\beta=-\int_{a}^{b} f g$ and consider $\int_{a}^{b}(\alpha f+\beta g)^{2}$.

## Section 3

5. (a) $F^{\prime}(x)=\sqrt{1+x^{2}}$;
(b) $F^{\prime}(x)=2 \sqrt{1+x^{2}}$;
(c) $F^{\prime}(x)=\left[\cos \left(\sin ^{2} x\right)\right] \cos x$;
(d) $F^{\prime}(x)=3 x^{2} \sqrt{1+x^{6}}-2 x \sqrt{1+x^{4}}$.
6. $F^{\prime \prime}(x)=2 x^{2} e^{x^{2}}+2 e^{x^{2}}$.
7. Let $F(x)=\int_{a}^{x} f^{\prime}$ for all $x \in[a, b]$.
8. Show that $f$ is differentiable and then use the given formula involving an integral to find $f^{\prime}(x)$.
9. Look for a function whose derivative is not bounded on the interval.
10. $\int_{a}^{b} f(x) d x=\int_{0}^{8} \sqrt{x+1} d x=\frac{52}{3}$.
11. (a) Diverges to $\infty$; (c) 1 .
12. Use integration by parts and induction.

## Infinite Series

In this chapter, we apply convergence properties of sequences to infinite series of real numbers. In Section 1 we define infinite series and discuss convergence. In Section 2 we develop several useful tests for determining whether a given series is convergent or divergent. Finally, in Section 3 we consider power series.

## Section 1 CONVERGENCE OF INFINITE SERIES

Let $\left(a_{n}\right)$ be a sequence of real numbers. We use the notation

$$
\sum_{k=m}^{n} a_{k} \quad \text { or } \quad \sum_{k=m}^{n} a_{k}
$$

to denote the sum $a_{m}+a_{m+1}+\cdots+a_{n}$, where $n \geq m$. Using $\left(a_{n}\right)$, we can define a new sequence ( $s_{n}$ ) of partial sums given by

$$
s_{n}=\sum_{k=1}^{n} a_{k}=a_{1}+a_{2}+\cdots+a_{n} .
$$

We also refer to the sequence $\left(s_{n}\right)$ of partial sums as the infinite series (or simply the series)

$$
\sum_{n=1}^{\infty} a_{n}
$$

If $\left(s_{n}\right)$ converges to a real number $s$, we say that the series $\sum_{n=1}^{\infty} a_{n}$ is convergent and we write

$$
\sum_{n=1}^{\infty} a_{n}=s
$$

We also refer to $s$ as the sum of the series $\sum_{n=1}^{\infty} a_{n}$. A series that is not convergent is called divergent. If $\lim s_{n}=+\infty$, we say that the series $\sum_{n=1}^{\infty} a_{n}$ diverges to $+\infty$, and we write $\sum_{n=1}^{\infty} a_{n}=+\infty$.

As defined above, the symbol $\sum_{n=1}^{\infty} a_{n}$ is used in two ways: It is used to denote the sequence $\left(s_{n}\right)$ of partial sums, and it is also used to denote the limit of the sequence of partial sums, provided that this limit exists. This dual usage should not cause confusion, since the context will make the intended meaning clear.

Sometimes we want to consider infinite series whose terms begin with $a_{m}$ instead of $a_{1}$. We denote such a series by $\sum_{n=m}^{\infty} a_{n}$, and the corresponding partial sums are given by $s_{n}=\sum_{k=m}^{n} a_{k}$, where $n \geq m$. If the precise beginning of the series is not of immediate concern, the notation is often abbreviated to $\sum a_{n}$. If the particular terms in a series are of interest to us, we may expand the symbol $\sum_{n=1}^{\infty} a_{n}$ and write

$$
a_{1}+a_{2}+a_{3}+\cdots+a_{n}+\cdots
$$

In so doing we must remember that we really mean

$$
\lim _{n \rightarrow \infty}\left(a_{1}+a_{2}+\cdots+a_{n}\right)
$$

1.1 EXAMPLE For the infinite series $\sum_{n=1}^{\infty} 1 /[n(n+1)]$, we have the partial sums given by

$$
\begin{aligned}
s_{n} & =\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\cdots+\frac{1}{n(n+1)} \\
& =\left(\frac{1}{1}-\frac{1}{2}\right)+\left(\frac{1}{2}-\frac{1}{3}\right)+\left(\frac{1}{3}-\frac{1}{4}\right)+\cdots+\left(\frac{1}{n}-\frac{1}{n+1}\right) \\
& =1-\frac{1}{n+1}
\end{aligned}
$$

This is an example of a "telescoping" series, so called because of the way in which the terms in the partial sums cancel. Since the sequence $\left(s_{n}\right)$ of partial sums converges to 1 , we have

$$
\sum_{n=1}^{\infty} \frac{1}{n(n+1)}=1
$$

1.2 EXAMPLE The harmonic series $\sum_{n=1}^{\infty} 1 / n$ has the partial sums

$$
s_{n}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}
$$

The sequence $\left(s_{n}\right)$ is divergent. Thus the harmonic series is also divergent. Since the partial sums form an increasing sequence, we must have $\lim s_{n}=$ $+\infty$, so

$$
\sum_{n=1}^{\infty} \frac{1}{n}=+\infty
$$

1.3 PRACTICE We know that

$$
\frac{1}{3}+\frac{1}{15}+\frac{1}{35}+\cdots+\frac{1}{4 n^{2}-1}=\frac{n}{2 n+1}, \quad \text { for all } n \in \mathbb{N}
$$

Use this to find the sum of the infinite series $\sum_{n=1}^{\infty} 1 /\left(4 n^{2}-1\right)$.

The following theorem is sometimes useful in determining convergence and evaluating sums of series. Its proof follows from the corresponding result for sequences.
1.4 THEOREM Suppose that $\sum a_{n}=s$ and $\sum b_{n}=t$. Then $\sum\left(a_{n}+b_{n}\right)=s+t$ and $\sum\left(k a_{n}\right)=k s$, for every $k \in \mathbb{R}$.

Proof: Exercise 6.

If a series $\sum a_{n}$ is to be convergent, it would seem that the terms $a_{n}$ would have to get close to zero. This observation is justified in our next theorem. The converse, however, is definitely not true. In Example 1.2 we saw that the harmonic series $\sum 1 / n$ is divergent even though $\lim 1 / n=0$.
1.5 THEOREM If $\sum a_{n}$ is a convergent series, then $\lim a_{n}=0$.

Proof: If $\sum a_{n}$ converges, then the sequence $\left(s_{n}\right)$ of partial sums must have a finite limit. But $a_{n}=s_{n}-s_{n-1}$, so $\lim a_{n}=\lim s_{n}-\lim s_{n-1}=0$.

Corresponding to the Cauchy criterion for sequences, we have the following result for series. Its usefulness is in being able to establish the convergence of a series without having to know the limit of the partial sums. (See Theorem 2.5.)
1.6 THEOREM (Cauchy Criterion for Series) The infinite series $\sum a_{n}$ converges iff for each $\varepsilon>0$ there exists a natural number $N$ such that, if $n \geq m \geq N$, then

$$
\left|a_{m}+a_{m+1}+\cdots+a_{n}\right|<\varepsilon .
$$

Proof: Suppose that $\sum a_{n}$ converges. Then the sequence $\left(s_{n}\right)$ of partial sums converges, and by "Cauchy Convergence Criterion" theorem ( $s_{n}$ ) is Cauchy. Thus given any $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that $m, n \geq N$ implies that $\left|s_{n}-s_{m}\right|<\varepsilon$. Hence if $n \geq m \geq N+1$, then $m-1 \geq N$, so that

$$
\left|a_{m}+a_{m+1}+\cdots+a_{n}\right|=\left|s_{n}-s_{m-1}\right|<\varepsilon .
$$

Conversely, given any $\varepsilon>0$, suppose that there exists a natural number $N$ such that $n \geq m \geq N$ implies that $\left|a_{m}+a_{m+1}+\cdots+a_{n}\right|<\varepsilon$. Then for $n>m \geq N$ we have $m+1>N$, so that

$$
\left|s_{n}-s_{m}\right|=\left|a_{m+1}+a_{m+2}+\cdots+a_{n}\right|<\varepsilon .
$$

Thus the sequence $\left(s_{n}\right)$ of partial sums is Cauchy and the series is convergent.
1.7 EXAMPLE One of the most useful series is the geometric series $\sum_{n=0}^{\infty} r^{n}$.

For $r \neq 1$ we have

$$
s_{n}=\sum_{k=0}^{n} r^{k}=1+r+r^{2}+\cdots+r^{n}=\frac{1-r^{n+1}}{1-r}
$$

for all $n \in \mathbb{N}$. But $\lim r^{n+1}=0$ when $|r|<1$, so we conclude that

$$
\sum_{n=0}^{\infty} r^{n}=\lim s_{n}=\frac{1}{1-r}, \quad \text { for }|r|<1
$$

If $|r| \geq 1$, then the sequence $\left(r^{n}\right)$ does not converge to zero, and it follows from Theorem 1.5 that the series $\sum r^{n}$ diverges.


Figure 1 The geometric series
There is a clever geometric argument that illustrates the convergence of the geometric series for $0<r<1$ as follows: Let $A=(0,0)$ and $B=(1,0)$ be points in the plane. Draw a line of slope $r$ through $A$ and a line of slope 1 through $B$. (See Figure 1.) Since $0<r<1$, these lines intersect at a point, say $C$. Let $P_{1}$ be the point on the line segment $\overline{A C}$ that lies directly above $B$. Since $\overline{A C}$ has slope $r$ and $l(\overline{A B})=1$, we have $l\left(\overline{P_{1} B}\right)=r . \quad[l(\overline{A B})$ denotes the length of segment $\overline{A B}$.] Let $P_{2}$ be the point on $\overline{B C}$ at the same height as $P_{1}$. Since the slope of $\overline{B C}$ is $1, l\left(\overline{P_{1} P_{2}}\right)=r$. Continue in this manner with vertical and horizontal lines. If $\overline{C D}$ is the perpendicular from $C$ to the line through $A$ and $B$, then $l(\overline{A D})$ is the sum $s=1+r+r^{2}+r^{3}+\ldots$. Since $l(\overline{B D})=l(\overline{C D})$, we have $l(\overline{C D})=s-1$. Now the triangles $\Delta A B P_{1}$ and $\triangle A D C$ are similar, so their corresponding sides are proportional. That is,

$$
\frac{l(\overline{A D})}{l(\overline{A B})}=\frac{l(\overline{C D})}{l\left(\overline{P_{1} B}\right)} \quad \text { or } \quad \frac{s}{1}=\frac{s-1}{r} .
$$

Solving for $s$, we obtain the expected formula $s=1 /(1-r)$.

In Figure 2 we show the corresponding diagram for the alternating geometric series

$$
\sum_{n=0}^{\infty}(-1)^{n} r^{n}=1-r+r^{2}-r^{3}+r^{4}-r^{5}+\cdots, \quad \text { for } 0<r<1
$$

This time the line through $A$ is drawn with slope $-r$. We find $l(\overline{A B})=1$, $l(\overline{A D})=s$, and $l(\overline{D C})=l(\overline{D B})=1-s$, so that

$$
\frac{l(\overline{A D})}{l(\overline{A B})}=\frac{l(\overline{D C})}{l\left(\overline{B P_{1}}\right)} \quad \text { or } \quad \frac{s}{1}=\frac{1-s}{r}
$$

Solving for $s$, we obtain $s=1 /(1+r)$.


Figure 2 The alternating geometric series

In the next section we derive several tests for determining whether or not a given series is convergent. The problem of actually finding the sum of a convergent series is often more difficult than proving convergence. One of the main techniques to use in finding the sum of a given series is to try to relate it to a geometric series by using Theorem 1.4.
1.8 PRACTICE Find the sum of the series

$$
2+\frac{4}{3}+\frac{8}{9}+\frac{16}{27}+\cdots+\frac{2^{n+1}}{3^{n}}+\cdots=\sum_{n=0}^{\infty} 2\left(\frac{2}{3}\right)^{n}
$$

## Review of Key Terms in Section 1

| Partial sum | Sum of a series | Harmonic series |
| :--- | :--- | :--- |
| Infinite series | Divergent series | Geometric series |
| Convergent series |  |  |

## ANSWERS TO PRACTICE PROBLEMS

1.3 Since $s_{n}=\frac{n}{2 n+1}=\frac{1}{2+1 / n}, \lim s_{n}=\frac{1}{2}$. Thus the series converges and its sum is $1 / 2$.
$1.8 \quad \sum_{n=0}^{\infty} 2\left(\frac{2}{3}\right)^{n}=2 \sum_{n=0}^{\infty}\left(\frac{2}{3}\right)^{n}=2\left(\frac{1}{1-\frac{2}{3}}\right)=2(3)=6$

## 1 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with $\hat{\psi}$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) The symbol $\sum_{n=1}^{\infty} a_{n}$ is used to denote the sequence of partial sums of the sequence $\left(a_{n}\right)$.
(b) The symbol $\sum_{n=1}^{\infty} a_{n}$ is used to denote the limit of the sequence of partial sums of the sequence $\left(a_{n}\right)$.
2. Mark each statement True or False. Justify each answer.
(a) $\sum a_{n}$ converges iff $\lim a_{n}=0$.
(b) The geometric series $\sum r^{n}$ converges iff $|r|<1$.
3. (a) Suppose that $\sum_{n=1}^{\infty} a_{n}$ is a convergent series and let $m \in \mathbb{N}$ with $m>1$. Prove that $\sum_{n=m}^{\infty} a_{n}$ is convergent and that

$$
\sum_{n=m}^{\infty} a_{n}=\left(\sum_{n=1}^{\infty} a_{n}\right)-\left(a_{1}+a_{2}+\cdots+a_{m-1}\right)
$$

(b) Suppose that $m \in \mathbb{N}$ with $m>1$ and that $\sum_{n=m}^{\infty} a_{n}$ is convergent. If $a_{1}, \ldots, a_{m-1}$ are real numbers, prove that $\sum_{n=1}^{\infty} a_{n}$ is convergent and that $\sum_{n=1}^{\infty} a_{n}=a_{1}+\cdots+a_{m-1}+\sum_{n=m}^{\infty} a_{n}$.
4. Show that each series is divergent.
(a) $\sum(-1)^{n}$
(b) $\sum \frac{n}{2 n+1}$
(c) $\sum \frac{n}{\sqrt{n^{2}+1}}$
(d) $\sum \cos \frac{n \pi}{2}$
5. Find the sum of each series. is
(a) $\sum_{n=1}^{\infty}\left(\frac{1}{3}\right)^{n}$
(b) $\sum_{n=3}^{\infty}\left(\frac{1}{2}\right)^{n}$
(c) $\sum_{n=0}^{\infty} 2\left(-\frac{1}{2}\right)^{n}$
(d) $\sum_{n=1}^{\infty}\left(-\frac{3}{4}\right)^{n}$
(e) $\sum_{n=2}^{\infty} \frac{1}{n(n-1)}$
(f) $\sum_{n=1}^{\infty} \frac{1}{(2 n-1)(2 n+1)}$
(g) $\sum_{n=1}^{\infty} \frac{1}{(3 n-2)(3 n+1)}$
(h) $\sum_{n=1}^{\infty} \frac{2}{n^{2}+2 n}$
(i) $\sum_{n=1}^{\infty} \frac{1}{n^{2}+3 n+2}$
(j) $\sum_{n=5}^{\infty} \frac{1}{n(n+1)}$
(k) $\sum_{n=1}^{\infty} \frac{1}{n(n+1)(n+2)}$
(1) $\sum_{n=1}^{\infty} \frac{(n-1)!}{(n+k)!}$
where $k \in \mathbb{N}$ is fixed.
6. Prove Theorem 1.4.
*7. Given the series $\sum a_{n}$ and $\sum b_{n}$, suppose that there exists a natural number $N$ such that $a_{n}=b_{n}$ for all $n \geq N$. Prove that $\sum a_{n}$ is convergent iff $\sum b_{n}$ is convergent. Thus the convergence of a series is not affected by changing a finite number of terms. (Of course, the value of the sum may change.) is
*8. Let $\left(a_{n}\right)$ be a sequence of nonnegative real numbers. Prove that $\sum a_{n}$ converges iff the sequence of partial sums is bounded.
9. Determine whether or not the series $\sum_{n=1}^{\infty} 1 /(\sqrt{n+1}+\sqrt{n})$ converges. Justify your answer. is
10. Let $\left(x_{n}\right)$ be a sequence of real numbers and let $y_{n}=x_{n}-x_{n+1}$ for each $n \in \mathbb{N}$.
(a) Prove that the series $\sum_{n=1}^{\infty} y_{n}$ converges iff the sequence $\left(x_{n}\right)$ converges.
(b) If $\sum_{n=1}^{\infty} y_{n}$ converges, what is the sum?
11. Prove that if $\sum\left|a_{n}\right|$ converges and $\left(b_{n}\right)$ is a bounded sequence, then $\sum a_{n} b_{n}$ converges. $\begin{array}{r}\boldsymbol{z}\end{array}$
12. Suppose that $\left(a_{n}\right)$ is a sequence of positive numbers. For each $n \in \mathbb{N}$, let $b_{n}=\left(a_{1}+a_{2}+\cdots+a_{n}\right) / n$. Prove that $\sum b_{n}$ diverges to $+\infty$.
13. A series $\sum b_{n}$ is said to arise from a given series $\sum a_{n}$ by grouping of terms if every $b_{n}$ is the sum of a finite number of consecutive terms of $\sum a_{n}$, and every two terms $a_{p}$ and $a_{q}$, where $p<q$, appear as terms in a unique pair of terms $b_{r}$ and $b_{s}$, respectively, where $r \leq s$. For example, the grouping

$$
\left(a_{1}+a_{2}\right)+\left(a_{3}+a_{4}\right)+\left(a_{5}+a_{6}\right)+\cdots
$$

gives rise to the series $\sum b_{n}$, where $b_{1}=a_{1}+a_{2}, b_{2}=a_{3}+a_{4}, \ldots$.
*(a) Prove that any series arising from a convergent series by grouping of terms is convergent and has the same sum as the original series.
(b) Show by an example that grouping of terms may change a divergent series into a convergent series.
(c) Prove that any series arising from a divergent nonnegative series by grouping of terms is divergent.
14. Suppose that $r>1$. Construct diagrams as in Figures 1 and 2 to illustrate the divergence of the geometric and alternating geometric series.

## Section 2 CONVERGENCE TESTS

In this section we derive several tests that are useful in determining whether or not a given series is convergent. We begin by considering series of nonnegative terms. They are simpler to work with, since their partial sums are monotone. Our first test is easy to prove and has wide application.
2.1 THEOREM (Comparison Test) Let $\sum a_{n}$ and $\sum b_{n}$ be infinite series of nonnegative terms. That is, $a_{n} \geq 0$ and $b_{n} \geq 0$ for all $n$. Then
(a) If $\sum a_{n}$ converges and $0 \leq b_{n} \leq a_{n}$ for all $n$, then $\sum b_{n}$ converges.
(b) If $\sum a_{n}=+\infty$ and $0 \leq a_{n} \leq b_{n}$ for all $n$, then $\sum b_{n}=+\infty$.

Proof: Since $b_{n} \geq 0$ for all $n$, the sequence $\left(t_{n}\right)$ of partial sums of $\sum b_{n}$ is an increasing sequence. In part (a) this sequence is bounded above by the sum of the series $\sum a_{n}$, so $\left(t_{n}\right)$ converges by the monotone convergence theorem. Thus $\sum b_{n}$ converges. In part (b) the sequence $\left(t_{n}\right)$ must be unbounded, for otherwise $\sum a_{n}$ would have to converge. But then $\lim t_{n}=+\infty$, so that $\sum b_{n}=+\infty$.
2.2 EXAMPLE Consider the series $\Sigma 1 /(n+1)^{2}$. Now for all $n \in \mathbb{N}$ we have

$$
0<\frac{1}{(n+1)^{2}}<\frac{1}{n(n+1)}
$$

In Example 1.1 we saw that the series $\sum 1 /[n(n+1)]$ is convergent, so Theorem 2.1 implies that $\sum 1 /(n+1)^{2}$ also converges.
2.3 PRACTICE Use the comparison test to show that the series $\sum_{n=2}^{\infty} 1 /(n-\sqrt{2})$ is divergent.

Most of the series we have seen as examples so far have had nonnegative terms. If a series $\sum a_{n}$ has some negative terms, then we often consider the related series $\sum\left|a_{n}\right|$. It turns out that the convergence of $\sum\left|a_{n}\right|$ implies the convergence of $\sum a_{n}$, although the converse is not true. (See Example 2.17.) We prove this following a preliminary definition.
2.4 DEFINITION If $\sum\left|a_{n}\right|$ converges, then the series $\sum a_{n}$ is said to converge absolutely (or to be absolutely convergent). If $\sum a_{n}$ converges but $\sum\left|a_{n}\right|$ diverges, then $\sum a_{n}$ is said to converge conditionally (or be conditionally convergent).
2.5 THEOREM If a series converges absolutely, then it converges.

Proof: Suppose that $\sum a_{n}$ is absolutely convergent, so that $\sum\left|a_{n}\right|$ converges. By the Cauchy criterion for series (Theorem 1.6), given any $\varepsilon>0$, there exists a natural number $N$ such that $n \geq m \geq N$ implies that $\left|\left|a_{m}\right|+\ldots+\left|a_{n}\right|\right|<\varepsilon$. But then

$$
\left|a_{m}+\cdots+a_{n}\right| \leq\left|\left|a_{m}\right|+\cdots+\left|a_{n}\right|\right|<\varepsilon
$$

by the triangle inequality, so $\sum a_{n}$ also converges.

When the terms of a series are nonnegative, convergence and absolute convergence are really the same thing. Thus the comparison test can be viewed as a test for absolute convergence. If we have a series $\sum b_{n}$ with some negative terms, the corresponding series $\sum\left|b_{n}\right|$ will have only nonnegative
terms. If it happens that $0 \leq\left|b_{n}\right| \leq a_{n}$ for all $n$ and if $\sum a_{n}$ converges, then we can conclude that $\sum\left|b_{n}\right|$ converges. That is, $\sum b_{n}$ converges absolutely.

Furthermore, changing the first few terms in a series will affect the value of the sum of the series, but it will not change whether or not the series is convergent. (See Exercise 1.7.) Thus, given a nonnegative convergent series $\sum a_{n}$ and a second series $\sum b_{n}$, to conclude that $\sum\left|b_{n}\right|$ is convergent it suffices to show that $0 \leq\left|b_{n}\right| \leq a_{n}$ for all $n$ greater than some $N$.
2.6 EXAMPLE To show that the series $\sum(-1)^{n} / n^{2}$ converges absolutely, we shall first show that for $n>2$ we have

$$
\left|\frac{(-1)^{n}}{n^{2}}\right|=\frac{1}{n^{2}} \leq \frac{2}{(n+1)^{2}}
$$

Indeed, if $n>2$, then $\frac{2}{n} \leq \frac{2}{3}$ and $\frac{1}{n^{2}} \leq \frac{1}{9}$, so that

$$
\begin{aligned}
(n+1)^{2}=n^{2}+2 n+1 & =n^{2}\left(1+\frac{2}{n}+\frac{1}{n^{2}}\right) \\
& \leq n^{2}\left(1+\frac{2}{3}+\frac{1}{9}\right) \leq 2 n^{2}
\end{aligned}
$$

and the desired inequality follows. We know from Example 2.2 that the series $\sum 1 /(n+1)^{2}$ is convergent, so Theorem 1.4 implies that $\sum 2 /(n+1)^{2}$ also converges. We now apply the comparison test as above to conclude that $\sum(-1)^{n} / n^{2}$ converges absolutely.

As an alternative approach, we observe that for $n>1$ the $n$th term of $\Sigma 1 / n^{2}$ is the same as the $(n-1)$ st term of $\sum 1 /(n+1)^{2}$. Since the latter series converges (Example 2.2), so does $\sum 1 / n^{2}$. Thus the series $\sum(-1)^{n} / n^{2}$ converges absolutely.

By using the comparison test and the geometric series, we can derive two more useful tests for convergence. Before studying their proofs it may be helpful for the reader to review the properties of the limit superior and the limit inferior of a sequence.

## The Ratio and Root Tests

2.7 THEOREM (Ratio Test) Let $\sum a_{n}$ be a series of nonzero terms.
(a) If lim sup $\left|a_{n+1} / a_{n}\right|<1$, then the series converges absolutely.
(b) If $\lim \inf \left|a_{n+1} / a_{n}\right|>1$, then the series diverges.
(c) Otherwise, $\lim \inf \left|a_{n+1} / a_{n}\right| \leq 1 \leq \lim \sup \left|a_{n+1} / a_{n}\right|$, and the test gives no information about convergence or divergence.
Proof: Let lim sup $\left|a_{n+1} / a_{n}\right|=L$. If $L<1$, then choose $r$ so that $L<r<1$. By the property "For every $\varepsilon>0$ there exists a natural number N such that
$n \geq \mathbb{N}$ implies that $s_{n}<m+\varepsilon$ " there exists $N \in \mathbb{N}$ such that $n \geq N$ implies that $\left|a_{n+1} / a_{n}\right| \leq r$. That is $\left|a_{n+1}\right| \leq r\left|a_{n}\right|$. It follows easily by induction that

$$
\left|a_{N+k}\right| \leq r^{k}\left|a_{N}\right|, \quad \text { for all } k \in \mathbb{N}
$$

Since $0<r<1$, the geometric series $\sum r^{k}$ is convergent. Thus $\sum\left|a_{N}\right| r^{k}$ is also convergent, and $\sum a_{n}$ is absolutely convergent by the comparison test.

If $\lim \inf \left|a_{n+1} / a_{n}\right|>1$, then it follows that $\left|a_{n+1}\right| \geq\left|a_{n}\right|$ for all $n$ sufficiently large. Thus the sequence $\left(a_{n}\right)$ cannot converge to zero, and by Theorem 1.5 the series $\sum a_{n}$ must diverge.

Part (c) follows from the observation that the series $\sum 1 / n^{2}$ converges and the harmonic series $\Sigma 1 / n$ diverges, as we have already seen in the chapter. In both series we have $\lim \left|a_{n+1} / a_{n}\right|=1$.
2.8 THEOREM (Root Test) Given a series $\sum a_{n}$, let $\alpha=\lim \sup \left|a_{n}\right|^{1 / n}$.
(a) If $\alpha<1$, then the series converges absolutely.
(b) If $\alpha>1$, then the series diverges.
(c) Otherwise $\alpha=1$, and the test gives no information about convergence or divergence.
Proof: If $\alpha<1$, choose $r$ so that $\alpha<r<1$. Then from the property "For every $\varepsilon>0$ there exists a natural number $\mathbb{N}$ such that $n \geq \mathbb{N}$ implies that $s_{n}<m+\varepsilon$ "we have $\left|a_{n}\right|^{1 / n} \leq r$ for all $n$ greater than some $N$. That is, $\left|a_{n}\right|$ $\leq r^{n}$ for $n>N$. Since $0<r<1$, the geometric series $\sum r^{n}$ is convergent, so $\sum a_{n}$ is absolutely convergent by the comparison test.

If $\alpha>1$, then $\left|a_{n}\right|^{1 / n} \geq 1$ for infinitely many indices $n$. That is, $\left|a_{n}\right| \geq 1$ for infinitely many terms. Thus the sequence $\left(a_{n}\right)$ cannot converge to zero and, by Theorem 1.5, the series $\sum a_{n}$ must diverge.

Again, part (c) follows from considering the convergent series $\Sigma 1 / n^{2}$ and the divergent series $\sum 1 / n$. We know that $\lim n^{1 / n}=1$. Thus

$$
\lim \left|\frac{1}{n^{2}}\right|^{1 / n}=\frac{1}{\lim \left(n^{2}\right)^{1 / n}}=\frac{1}{\lim \left(n^{1 / n}\right)^{2}}=\frac{1}{1^{2}}=1
$$

Similarly, $\lim |1 / n|^{1 / n}=1$, so the root test yields $\alpha=1$ for both series. Thus when $\alpha=1$ we can draw no conclusion about the convergence or divergence of a given series.
2.9 EXAMPLE Consider the series $\sum n / 2^{n}$. Letting $a_{n}=n / 2^{n}$, we have

$$
\frac{a_{n+1}}{a_{n}}=\frac{(n+1)\left(2^{n}\right)}{\left(2^{n+1}\right)(n)}=\frac{n+1}{2 n}
$$

so $\lim \left|a_{n+1} / a_{n}\right|=1 / 2$. Similarly, $\left|a_{n}\right|^{1 / n}=n^{1 / n} / 2$, so $\lim \left|a_{n}\right|^{1 / n}=1 / 2$. (Recall that $\lim n^{1 / n}=1$.) Thus both the ratio test and the root test indicate that $\sum n / 2^{n}$ converges.

It can be shown (Exercise 14) that whenever the ratio test determines convergence or divergence, the root test does, too. The ratio test is still important, however, since it is often easier to apply. The value of the root test is that it is more general, as we see in our next example.

### 2.10 EXAMPLE Consider the series

$$
\frac{1}{2}+\frac{1}{3^{2}}+\frac{1}{2^{3}}+\frac{1}{3^{4}}+\frac{1}{2^{5}}+\frac{1}{3^{6}}+\cdots
$$

That is, we have $\sum_{n=1}^{\infty} a_{n}$, where $a_{n}=1 / 2^{n}$ for odd $n$ and $a_{n}=1 / 3^{n}$ for even $n$. Now for odd $n$ we have

$$
\frac{a_{n+1}}{a_{n}}=\frac{2^{n}}{3^{n+1}}=\frac{1}{3}\left(\frac{2}{3}\right)^{n} \rightarrow 0
$$

as $n \rightarrow \infty$. For even $n$ we have

$$
\frac{a_{n+1}}{a_{n}}=\frac{3^{n}}{2^{n+1}}=\frac{1}{2}\left(\frac{3}{2}\right)^{n} \rightarrow+\infty
$$

as $n \rightarrow \infty$. Thus $\lim \inf \left|a_{n+1} / a_{n}\right|=0$ and $\lim \sup \left|a_{n+1} / a_{n}\right|=+\infty$, so that the ratio test fails. But, considering the root test, we find lim sup $\left|a_{n}\right|^{1 / n}=1 / 2$, so that the series converges.
2.11 PRACTICE Determine whether or not the series $\sum n^{2} / 2^{n}$ converges.
2.12 EXAMPLE Any series of the form $\sum 1 / n^{p}$, where $p \in \mathbb{R}$, is called a $p$-series. It is easy to see that the ratio and root tests both fail to determine convergence. For $p \leq 1$ we have $n^{p} \leq n$, so that $1 / n^{p} \geq 1 / n$. Since the harmonic series $\sum 1 / n$ diverges, we conclude by the comparison test that the $p$-series diverges for $p \leq 1$. To handle the case when $p>1$, we need another technique known as the integral test.

## The Integral Test

2.13 THEOREM (Integral Test) Let $f$ be a continuous function defined on $[0, \infty)$, and suppose that $f$ is positive and decreasing. That is, if $x_{1}<x_{2}$, then $f\left(x_{1}\right) \geq f\left(x_{2}\right)>0$. Then the series $\sum f(n)$ converges iff

$$
\lim _{n \rightarrow \infty}\left(\int_{1}^{n} f(x) d x\right)
$$

exists as a real number.

Proof: Let $a_{n}=f(n)$ and $b_{n}=\int_{n}^{n+1} f(x) d x$. Since $f$ is decreasing, given any $n \in \mathbb{N}$ we have $f(n+1) \leq f(x) \leq f(n)$ for all $x \in[n, n+1]$. Also,

$$
f(n+1) \leq \int_{n}^{n+1} f(x) d x \leq f(n)
$$

Geometrically, this means that the area under the curve $y=f(x)$ from $x=n$ to $x=n+1$ is between $f(n+1)$ and $f(n)$. (See Figure 1.) Thus $0<a_{n+1} \leq b_{n} \leq a_{n}$ for each $n$. By the comparison test applied twice, $\sum a_{n}$ converges iff $\sum b_{n}$ converges. But the partial sums of $\sum b_{n}$ are the integrals $\int_{1}^{n} f(x) d x$, so $\sum b_{n}$ converges precisely when $\lim _{n \rightarrow \infty}\left[\int_{1}^{n} f(x) d x\right]$ exists as a real number.


Area is $f(n+1)$.


Area is $f(n)$.

Figure 1 The integral test
2.14 EXAMPLE Let us return to the $p$-series, $\sum 1 / n^{p}$. Let $f(x)=1 / x^{p}$ and recall that for $p \neq 1$,

$$
\int_{1}^{n} \frac{1}{x^{p}} d x=\frac{1}{1-p}\left(n^{1-p}-1\right)
$$

The limit of this as $n \rightarrow \infty$ will be finite if $p>1$ and infinite if $p<1$. Thus by the integral test $\sum 1 / n^{p}$ converges if $p>1$ and diverges if $p<1$. When $p=1$, we get the harmonic series, which we already know is divergent. Thus, to summarize, the $p$-series $\sum 1 / n^{p}$ converges if $p>1$ and diverges if $p \leq 1$.
2.15 PRACTICE Use the integral test to show that the harmonic series $\sum 1 / n$ diverges.

## The Alternating Series Test

So far all of our tests for convergence have indicated whether or not a given series is absolutely convergent. As indicated earlier in the chapter, some series converge but do not converge absolutely. If the terms in a series alternate between positive and negative values, the series is called an alternating series. Our final test gives us a simple criterion for determining the convergence of an alternating series. Using it we will be able to show, for example, that the alternating harmonic series $\Sigma(-1)^{n+1} / n$ is conditionally convergent.
2.16 THEOREM (Alternating Series Test) If $\left(a_{n}\right)$ is a decreasing sequence of positive numbers and $\lim a_{n}=0$, then the series $\sum(-1)^{n+1} a_{n}$ converges.

Proof: We shall show that the sequence $\left(s_{n}\right)$ of partial sums converges. There are two kinds of partial sums, depending on whether we are adding an odd or an even number of terms. For example,

$$
s_{2 n}=a_{1}-a_{2}+a_{3}-a_{4}+\cdots+a_{2 n-1}-a_{2 n} .
$$

Now since $\left(a_{n}\right)$ is decreasing, we have $a_{k}-a_{k+1} \geq 0$ for all $k \in \mathbb{N}$. Thus

$$
s_{2(n+1)}-s_{2 n}=a_{2 n+1}-a_{2 n+2} \geq 0,
$$

and the subsequence $\left(s_{2 n}\right)$ is increasing. It is also bounded above, since for each $n \in \mathbb{N}$,

$$
s_{2 n}=a_{1}-\left(a_{2}-a_{3}\right)-\cdots-\left(a_{2 n-2}-a_{2 n-1}\right)-a_{2 n} \leq a_{1} .
$$

Hence by the monotone convergence theorem, the subsequence $\left(s_{2 n}\right)$ converges to some real number $s$.

For the odd numbered partial sums we have

$$
s_{2 n+1}=a_{1}-a_{2}+a_{3}-a_{4}+\cdots+a_{2 n-1}-a_{2 n}+a_{2 n+1} .
$$

Since $\lim a_{n}=0$, we know that $\lim a_{2 n+1}=0$. But $s_{2 n+1}=s_{2 n}+a_{2 n+1}$, so we must have $\lim s_{2 n+1}=\lim s_{2 n}=s$.

Combining these results, we see that given any $\varepsilon>0$ there exist $N_{1}$ and $N_{2}$ such that $n \geq N_{1}$ implies that $\left|s_{2 n}-s\right|<\varepsilon$ and $n \geq N_{2}$ implies that $\left|s_{2 n+1}-s\right|<\varepsilon$. Thus for $N=\max \left\{2 N_{1}, 2 N_{2}+1\right\},\left|s_{n}-s\right|<\varepsilon$ whenever $n \geq N$, so that the sequence ( $s_{n}$ ) of partial sums converges.
2.17 EXAMPLE Since the sequence $(1 / n)$ is decreasing and $\lim (1 / n)=0$, we see that the alternating harmonic series $\Sigma(-1)^{n+1} / n$ converges. Since it does not converge absolutely, we conclude that it converges conditionally.

## Review of Key Terms in Section 2

| Comparison test | Ratio test | Integral test |
| :--- | :--- | :--- |
| Absolutely convergent series | Root test | Alternating series test | Conditionally convergent series

## ANSWERS TO PRACTICE PROBLEMS

2.3 Since $1 /(n-\sqrt{2})>1 / n$ for all $n \geq 2$ and the harmonic series $\sum_{n=2}^{\infty} 1 / n$ diverges, Theorem 2.1 implies that $\sum_{n=2}^{\infty} 1 /(n-\sqrt{2})$ also diverges.
2.11 Either the ratio test or the root test can easily be used to show that the series converges. We have

$$
\left|\frac{a_{n+1}}{a_{n}}\right|=\frac{1}{2}\left(\frac{n+1}{n}\right)^{2} \rightarrow \frac{1}{2} \quad \text { and } \quad\left|a_{n}\right|^{1 / n}=\frac{1}{2}\left(n^{1 / n}\right)^{2} \rightarrow \frac{1}{2} .
$$

2.15 Let $f(x)=1 / x$. Since

$$
\lim _{n \rightarrow \infty}\left(\int_{1}^{n} \frac{1}{x} d x\right)=\lim _{n \rightarrow \infty}(\ln n-\ln 1)=+\infty
$$

the integral test implies that $\sum 1 / n$ diverges.

## 2 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with $\hat{\boldsymbol{z}}$ have hints or solutions in the back of the chapter.

1. Mark each statement True or False. Justify each answer.
(a) If $\sum a_{n}$ converges and $0 \leq b_{n} \leq a_{n}$, then $\sum b_{n}$ converges.
(b) If $\sum\left|a_{n}\right|$ diverges, then $\sum a_{n}$ is conditionally convergent.
(c) Changing the first few terms in a series may affect the value of the sum of the series.
(d) Changing the first few terms in a series may affect whether or not the series converges.
2. Mark each statement True or False. Justify each answer.
(a) The root test may show a series to be convergent when the ratio test fails.
(b) The $p$-series $\Sigma\left(1 / n^{p}\right)$ converges iff $p>1$.
(c) If $\lim a_{n}=0$, then $\sum(-1)^{n} a_{n}$ converges.
(d) The alternating harmonic series is conditionally convergent.
3. Determine whether each series converges or diverges. Justify your answer. is
(a) $\sum \frac{n^{3}}{3^{n}}$
(b) $\sum \frac{3^{n}}{n!}$
(c) $\sum \frac{n}{n^{2}+2}$
(d) $\sum \frac{n!}{\left(2^{n}\right)^{3}}$
(e) $\sum \frac{n!}{n^{n}}$
(f) $\sum \frac{1}{\sqrt{n}}$
(g) $\sum \frac{1}{\sqrt{n(n+1)}}$
(h) $\sum \frac{1}{n \sqrt{n+1}}$
(i) $\sum(\sqrt{n+1}-\sqrt{n})$
(j) $\sum \frac{\sqrt{n+1}-\sqrt{n}}{n}$
(k) $\sum n^{-1-1 / n}$
(1) $\sum \frac{\sin ^{2} n}{n^{2}}$
(m) $\sum 2^{n} e^{-n}$
(n) $\sum 3^{n} e^{-n}$
(o) $\sum \frac{(n!)^{2}}{(2 n)!}$
(p) $\sum \frac{n!}{(3)(5)(7) \cdots(2 n+1)}$
4. Determine the values of $p$ for which each series converges.
(a) $\sum_{n=2}^{\infty} \frac{1}{n(\ln n)^{p}}$
(b) $\sum_{n=3}^{\infty} \frac{1}{n(\ln n)(\ln \ln n)^{p}}$
5. Determine whether each series converges conditionally, converges absolutely, or diverges. Justify your answer. is
(a) $\sum_{n=2}^{\infty} \frac{(-1)^{n}}{\ln n}$
(b) $\sum \frac{(-2)^{n}}{n^{2}}$
(c) $\sum \frac{(-3)^{n}}{n!}$
(d) $\sum \frac{(-5)^{n}}{2^{n}}$
(e) $\sum \frac{\cos n \pi}{\sqrt{n}}$
(f) $\sum_{n=2}^{\infty} \frac{(-1)^{n}}{n \ln n}$
(g) $\sum \frac{(-1)^{n} n}{n+1}$
(h) $\sum \frac{(-1)^{n}}{\sqrt{n^{2}+1}}$
(i) $\sum_{n=2}^{\infty} \frac{(-1)^{n} \ln n}{n}$
(j) $\sum\left(\frac{1}{\sqrt{n}}-\frac{1}{n}\right)$
6. Find an example to show that the convergence of $\Sigma a_{n}$ and the convergence of $\Sigma b_{n}$ do not necessarily imply the convergence of $\sum\left(a_{n} b_{n}\right)$. (Compare with Exercise 1.11.)
7. Prove the ratio comparison test: If $a_{n}>0$ and $b_{n}>0$ for all $n$, if $\sum a_{n}$ converges, and if $b_{n+1} / b_{n} \leq a_{n+1} / a_{n}$ for all $n$, then $\sum b_{n}$ converges. $\begin{gathered}\text { is }\end{gathered}$
8. (a) Let $\sum a_{n}$ and $\sum b_{n}$ be two series of positive terms and suppose that the sequence $\left(a_{n} / b_{n}\right)$ converges to a nonzero number. Prove that $\sum a_{n}$ converges iff $\sum b_{n}$ converges. (This is sometimes called the limit comparison test.)
(b) Suppose $a_{n} \geq 0$ and $b_{n}>0$ for all $n$. If $\lim \sup \left(a_{n} / b_{n}\right)$ is finite and $\sum b_{n}$ converges, then $\sum a_{n}$ converges.
9. Suppose that $\left(a_{n}\right)$ is a sequence of numbers such that for all $n,\left|a_{n+1}-a_{n}\right| \leq b_{n}$, where $\sum b_{n}$ is convergent. Show that $\left(a_{n}\right)$ converges. it
10. In the proof of the alternating series test (Theorem 2.16), show that the subsequence ( $s_{2 n+1}$ ) of partial sums is decreasing and bounded below.
11. Show that the series

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{2^{2}}+\frac{1}{5}-\frac{1}{2^{3}}+\frac{1}{7}-\frac{1}{2^{4}}+\cdots
$$

diverges. Why doesn't this contradict the alternating series test? it
*12. Let $\left(a_{n}\right)$ be a decreasing sequence of positive numbers such that $\lim a_{n}=0$. Show that the sum $s$ of the alternating series $\Sigma(-1)^{n+1} a_{n}$ lies between any pair of successive partial sums. That is, show that $s_{2 n} \leq s \leq s_{2 n+1}$. Then use this to conclude that, for all $n,\left|s-s_{n}\right| \leq a_{n+1}$. Thus the error made in stopping at the $n$th term does not exceed the absolute value of the next term.
13. (a) Let $\left(a_{n}\right)$ be a decreasing sequence of nonnegative terms. Prove the Cauchy condensation test: The series $\sum_{n=1}^{\infty} a_{n}$ converges iff the series $\sum_{k=0}^{\infty} 2^{k} a_{2^{k}}$ converges.
(b) Use part (a) to show that the $p$-series $\Sigma 1 / n^{p}$ converges if $p>1$ and diverges if $0<p \leq 1$.
(c) Use parts (a) and (b) to show $\sum_{n=2}^{\infty} 1 /\left[n(\ln n)^{p}\right]$ converges if $p>1$ and diverges if $0<p \leq 1$.
*14. Let $\left(a_{n}\right)$ be a sequence of positive numbers. Prove that

$$
\liminf \frac{a_{n+1}}{a_{n}} \leq \liminf \left(a_{n}\right)^{1 / n} \leq \lim \sup \left(a_{n}\right)^{1 / n} \leq \lim \sup \frac{a_{n+1}}{a_{n}} .
$$

Conclude that whenever the ratio test determines convergence or divergence, the root test does, too. [Hint: To prove the inequality on the right, let $\alpha=\lim \sup a_{n+1} / a_{n}$. If $\alpha=+\infty$, the result is obvious. If $\alpha$ is finite, choose $\beta>\alpha$. Also, there exists $N \in \mathbb{N}$ such that $a_{n+1} / a_{n}<\beta$ for all
$n \geq N$. That is, for $n \geq N$ we have

$$
a_{n}<\beta a_{n-1}, a_{n-1}<\beta a_{n-2}, \ldots, a_{N+1}<\beta a_{N}
$$

Combine these $n-N$ inequalities to obtain $a_{n}<c \beta^{n}$ for a positive constant $c$. Argue from this that $\lim \sup \left(a_{n}\right)^{1 / n} \leq \beta$. Since this holds for each $\beta>\alpha$, the desired inequality follows.]
15. Prove that if a series is conditionally convergent, then the series of negative terms is divergent. is
16. Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a bijective function. Given a series $\sum a_{n}$, let $b_{n}=a_{f(n)}$ for each $n \in \mathbb{N}$. The series $\sum b_{n}$ is said to be a rearrangement of the series $\sum a_{n}$. Prove Dirichlet's theorem: If $\sum a_{n}$ converges absolutely, then every rearrangement of $\sum a_{n}$ converges absolutely, and they all converge to the same sum. (Hint: Prove it first for nonnegative series. Suppose that $\sum a_{n}=A$ and let $\sum b_{n}$ be a rearrangement of $\sum a_{n}$. Show that each partial sum $t_{n}$ of $\sum b_{n}$ satisfies $t_{n} \leq A$. Then argue that $\sum b_{n}$ converges to a sum $B$ with $B \leq A$. Do the same thing with the partial sums of $\sum a_{n}$ to obtain $A \leq B$. Finally, to generalize to an arbitrary absolutely convergent series, consider the nonnegative and nonpositive parts separately.)
17. Suppose that $\sum a_{n}$ is a conditionally convergent series and let $s \in \mathbb{R}$.
(a) Prove that there exists a rearrangement of $\sum a_{n}$ that converges conditionally to $s$. (See Exercise 16.) \&
(b) Prove that there exists a rearrangement of $\sum a_{n}$ that diverges.

## Section 3 POWER SERIES

Up to this point we have dealt with infinite series whose terms were fixed numbers. We broaden our perspective now to consider series whose terms are variables. The simplest kind is known as a power series, and the main question will be determining the set of values of the variable for which the series is convergent.
3.1 DEFINITION Let $\left(a_{n}\right)_{n=0}^{\infty}$ be a sequence of real numbers. The series

$$
\sum_{n=0}^{\infty} a_{n} x^{n}=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\cdots
$$

is called a power series. The number $a_{n}$ is called the $n$th coefficient of the series.
3.2 EXAMPLE Consider the power series whose coefficients are all equal to $1: \sum x^{n}$. In Example 1.7 we found that this (geometric) series converged iff $|x|<1$.
3.3 THEOREM Let $\sum a_{n} x^{n}$ be a power series and let $\alpha=\lim \sup \left|a_{n}\right|^{1 / n}$. Define $R$ by

$$
R=\left\{\begin{array}{cl}
\frac{1}{\alpha}, & \text { if } 0<\alpha<+\infty \\
+\infty, & \text { if } \alpha=0 \\
0, & \text { if } \alpha=+\infty
\end{array}\right.
$$

Then the series converges absolutely whenever $|x|<R$ and diverges whenever $|x|>R$. (When $R=+\infty$, we take this to mean that the series converges absolutely for all real $x$. When $R=0$, the series converges only at $x=0$.)

Proof: Let $b_{n}=a_{n} x^{n}$ and apply the root test (Theorem 2.8). If lim sup $\left|a_{n}\right|^{1 / n}=\alpha \in \mathbb{R}$, we have

$$
\beta=\lim \sup \left|b_{n}\right|^{1 / n}=\lim \sup \left|a_{n} x^{n}\right|^{1 / n}=|x| \lim \sup \left|a_{n}\right|^{1 / n}=|x| \alpha
$$

Thus if $\alpha=0$, then $\beta=0$, and the series converges for all real $x$. If $0<\alpha$ $<+\infty$, then the series converges when $|x| \alpha<1$ and diverges when $|x| \alpha>$ 1. That is, $\sum a_{n} x_{n}$ converges when $|x|<1 / \alpha=R$ and diverges when $|x|>$ $1 / \alpha=R$.

Finally, if $\alpha=+\infty$, then for $x \neq 0$ we have $\beta=+\infty$, so $\sum a_{n} x^{n}$ diverges when $|x|>0=R$. Certainly, the series will converge when $x=$ 0 , for then all the terms except the first are zero.

From Theorem 3.3 we see that the set of values $C$ for which a power series converges will either be $\{0\}, \mathbb{R}$, or a bounded interval centered at 0 . The $R$ that is obtained in the theorem is referred to as the radius of convergence and the set $C$ is called the interval of convergence. In doing so, we think of $\{0\}$ as an interval of zero radius and $\mathbb{R}$ as an interval of infinite radius. When $R=+\infty$, we may denote the interval of convergence $\mathbb{R}$ by $(-\infty, \infty)$.

Notice that when $R$ is a positive real number, the theorem says nothing about the convergence or divergence of the series at the endpoints of the interval of convergence. It is usually necessary to check the endpoints individually for convergence using one of the other tests in Section 2. Before illustrating this with several examples, we derive a ratio criterion for determining the radius of convergence that is often easier to apply than Theorem 3.3.
3.4 THEOREM (Ratio Criterion) The radius of convergence $R$ of a power series $\sum a_{n} x^{n}$ is equal to $\lim _{n \rightarrow \infty}\left|a_{n} / a_{n+1}\right|$, provided that this limit exists.

Proof: It follows from Exercise 2.14 that $\lim \left|a_{n}\right|^{1 / n}=\lim \left|a_{n+1} / a_{n}\right|$, provided that the latter limit exists. Suppose that $\lim \left|a_{n} / a_{n+1}\right|$ exists and
is equal to $L$. If $0<L<+\infty$, then $a_{n} \neq 0$ for sufficiently large $n$, so $1 / L=$ $\lim \left|a_{n+1} / a_{n}\right|=\lim \left|a_{n}\right|^{1 / n}$. But then $1 / L=1 / R$ by Theorem 3.3 , so $L=R$.

If $L=0$, then $\lim \left|a_{n+1} / a_{n}\right|=+\infty$, so $\lim \left|a_{n}\right|^{1 / n}=+\infty$ and $L=R=0$. Similarly, if $L=+\infty$, then $0=\lim \left|a_{n+1} / a_{n}\right|=\lim \left|a_{n}\right|^{1 / n}$, so $L=R=+\infty$.

### 3.5 EXAMPLE

(a) We have already seen that the interval of convergence of the series $\sum x^{n}$ is $(-1,1)$. We find that $R=\lim \left|a_{n} / a_{n+1}\right|=1$, as expected.
(b) For the series $\sum_{n=1}^{\infty}(1 / n) x^{n}$ we have

$$
\lim \left|\frac{a_{n}}{a_{n+1}}\right|=\lim \frac{n+1}{n}=1
$$

so the radius of convergence is 1 . Since the series converges (conditionally) at $x=-1$ and diverges at $x=1$, the interval of convergence is $[-1,1)$.
(c) For the series $\sum_{n=1}^{\infty}\left(1 / n^{2}\right) x^{n}$ we have

$$
\lim \left|\frac{a_{n}}{a_{n+1}}\right|=\lim \frac{(n+1)^{2}}{n^{2}}=1
$$

so again the radius of convergence is 1 . Since the series converges at both endpoints, the interval of convergence is $[-1,1]$.
3.6 PRACTICE Find a series whose interval of convergence is $(-1,1]$.

### 3.7 EXAMPLE

(a) For the series $\sum_{n=0}^{\infty}(1 / n!) x^{n}$ we have

$$
\lim \left|\frac{a_{n}}{a_{n+1}}\right|=\lim \frac{(n+1)!}{n!}=\lim (n+1)=+\infty
$$

Thus the radius of convergence is $+\infty$ and the interval of convergence is $\mathbb{R}$.
(b) For the series $\sum_{n=1}^{\infty} n^{n} x^{n}$ it is easier to use the root formula:

$$
\alpha=\lim \left|a_{n}\right|^{1 / n}=\lim n=+\infty .
$$

Thus $R=0$ and the interval of convergence is $\{0\}$.
3.8 PRACTICE Find the radius of convergence and the interval of convergence for the series $\sum_{n=0}^{\infty} 2^{-n} x^{n}$.
3.9 EXAMPLE Consider the series

$$
\frac{1}{1 \cdot 3} x^{2}+\frac{1}{2 \cdot 3^{2}} x^{4}+\frac{1}{3 \cdot 3^{3}} x^{6}+\frac{1}{4 \cdot 3^{4}} x^{8}+\cdots=\sum_{n=1}^{\infty} \frac{1}{n \cdot 3^{n}} x^{2 n} .
$$

Letting $y=x^{2}$, we may apply the ratio criterion to the series $\sum_{n=1}^{\infty}\left(3^{-n} / n\right) y^{n}$ and obtain

$$
\lim \left|\frac{a_{n}}{a_{n+1}}\right|=\lim \frac{3^{n+1}(n+1)}{3^{n}(n)}=3 .
$$

Thus the series in $y$ converges when $|y|<3$. Since it also converges when $y=-3$ but diverges when $y=3$, its interval of convergence is $[-3,3)$. But $y=x^{2}$, so the original series has $(-\sqrt{3}, \sqrt{3})$ as its interval of convergence. Note that $x=-\sqrt{3}$ is not included, because this corresponds to $y=+3$.

As an alternative approach, we may think of the original series in $x$ as having zero coefficients for the odd-numbered terms:

$$
0 \cdot x+\frac{1}{1 \cdot 3} x^{2}+0 \cdot x^{3}+\frac{1}{2 \cdot 3^{2}} x^{4}+0 \cdot x^{5}+\frac{1}{3 \cdot 3^{3}} x^{6}+0 \cdot x^{7}+\cdots
$$

In this approach we cannot use the ratio criterion, but by considering the subsequence ( $a_{2 k}$ ) of nonzero terms, the root formula yields

$$
\begin{aligned}
\alpha & =\limsup \left|a_{n}\right|^{1 / n}=\lim _{k \rightarrow \infty}\left|a_{2 k}\right|^{\frac{1}{2 k}}=\lim _{k \rightarrow \infty}\left(\frac{3^{-k}}{k}\right)^{\frac{1}{2 k}} \\
& =\lim _{k \rightarrow \infty} \frac{3^{-1 / 2}}{\left(k^{1 / k}\right)^{1 / 2}}=\frac{1}{\sqrt{3}} .
\end{aligned}
$$

Since $\lim _{k \rightarrow \infty} k^{1 / k}=1$, once again we have $R=\sqrt{3}$.

In some situations it is useful to consider more general power series of the form

$$
\sum_{n=0}^{\infty} a_{n}\left(x-x_{0}\right)^{n}
$$

where $x_{0}$ is a fixed real number. By making the substitution $y=x-x_{0}$, we can apply the familiar techniques to the series $\sum_{n=0}^{\infty} a_{n} y^{n}$. If we find that the series in $y$ converges when $|y|<R$, we conclude that the original series converges when $\left|x-x_{0}\right|<R$.
3.10 EXAMPLE For the series

$$
1+(x-1)+(x-1)^{2}+(x-1)^{3}+\cdots=\sum_{n=0}^{\infty}(x-1)^{n}
$$

we find $R=1$, so it converges when $|x-1|<1$. Since it diverges at $x=0$ and $x=2$, the interval of convergence is ( 0,2 ). In fact, using the formula for the geometric series, we see that for all $x$ in $(0,2)$ the sum of the series is equal to

$$
\frac{1}{1-(x-1)}=\frac{1}{2-x} .
$$

## Review of Key Terms in Section 3

Power series
Radius of convergence

Interval of convergence
Ratio criterion

## ANSWERS TO PRACTICE PROBLEMS

3.6 One example is $\sum_{n=1}^{\infty}(-1)^{n}(1 / n) x^{n}$.
3.8 We have

$$
R=\lim \left|\frac{a_{n}}{a_{n+1}}\right|=\lim \frac{2^{-n}}{2^{-(n+1)}}=\lim \frac{2^{n+1}}{2^{n}}=2
$$

Since the series diverges when $|x|=2$, the interval of convergence is $(-2,2)$. Alternatively, we may use the root formula to obtain

$$
\alpha=\lim \left|a_{n}\right|^{1 / n}=\lim \left(2^{-n}\right)^{1 / n}=2^{-1}=\frac{1}{2}
$$

so that $R=1 / \alpha=2$.

## 3 EXERCISES

Exercises marked with * are used in later sections, and exercises marked with is have hints or solutions in the back of the chapter.

1. Let $R$ be the radius of convergence of a power series $\sum a_{n} x^{n}$. Mark each statement True or False. Justify each answer.
(a) The series converges absolutely whenever $|x| \leq R$ and diverges whenever $|x|>R$.
(b) If $R=+\infty$, then the series converges absolutely for all real $x$.
(c) If $R=0$, then the series diverges for all real $x$.
2. Let $R$ be the radius of convergence of a power series $\sum a_{n} x^{n}$. Mark each statement True or False. Justify each answer.
(a) $R=\lim _{n \rightarrow \infty}\left|a_{n+1} / a_{n}\right|$, provided that this limit exists.
(b) If $0<R<+\infty$, then the interval of convergence is either an open interval or a closed interval.
(c) If $a_{n} \geq 0$ for all $n$, then for any $x \in \mathbb{R}$, the series $\sum a_{n} x^{n}$ either converges absolutely or diverges.
3. Find the radius of convergence $R$ and the interval of convergence $C$ for each series. it
(a) $\sum n x^{n}$
(b) $\sum \frac{n^{2}}{3^{n}} x^{n}$
(c) $\sum \frac{3^{n}}{n} x^{n}$
(d) $\sum \frac{n^{3}}{n!} x^{n}$
(e) $\sum\left(\frac{x}{n}\right)^{n}$
(f) $\sum \frac{(-4)^{-n}}{n} x^{n}$
(g) $\sum \frac{1}{\sqrt{n}} x^{n}$
(h) $\sum\left(n 3^{-n}\right)(x-2)^{n}$
(i) $\sum \frac{3^{2 n}}{n}(x-1)^{n}$
(j) $\sum\left(2^{-n}\right)(x-5)^{2 n}$
(k) $\sum \frac{1}{n}\left(\frac{x}{3}\right)^{n}$
(1) $\sum \frac{(x-1)^{n}}{n^{2} 3^{n}}$
(m) $\sum 2^{\sqrt{n}} x^{n}$
(n) $\sum\left(\frac{n+1}{n}\right)^{n^{2}}(x-1)^{n}$
4. Let $R$ be the radius of convergence for the power series $\sum a_{n} x^{n}$. If infinitely many of the coefficients $a_{n}$ are nonzero integers, prove that $R \leq 1$.
5. Find the radius of convergence for each series. $\hat{\rightharpoonup}$
(a) $\sum \frac{(2 n)!}{(n!)^{2}} x^{n}$
(b) $\sum \frac{(3 n)!}{(n!)^{2}} x^{n}$
(c) $\sum \frac{n!}{n^{n}} x^{n}$
(d) $\sum \frac{n!}{(2 n)^{n}} x^{n}$
6. Suppose that the power series $\sum a_{n} x^{n}$ converges for $x=x_{0}$, where $x_{0} \neq 0$. Without using Theorem 3.3, prove that the series converges absolutely for all $x$ such that $|x|<\left|x_{0}\right|$.
7. Suppose that the sequence $\left(a_{n}\right)$ is bounded but that the series $\sum a_{n}$ diverges. Prove that the radius of convergence of the power series $\sum a_{n} x^{n}$ is equal to 1 .
8. If $A \subseteq \mathbb{R}$, define $-A$ to be $\{-a: a \in A\}$. Let $A$ be the interval of convergence of the series $\sum a_{n} x^{n}$. Prove that the interval of convergence of $\sum(-1)^{n} a_{n} x^{n}$ is $-A$.
9. Suppose that the series $\sum a_{n} x^{n}$ has radius of convergence 2 . Find the radius of convergence of each series, where $k$ is a fixed positive integer. is
(a) $\sum a_{n}^{k} x^{n}$
(b) $\sum a_{n} x^{k n}$
(c) $\sum a_{n} x^{n^{2}}$
10. Prove that the series $\sum_{n=0}^{\infty} a_{n} x^{n}$ and $\sum_{n=0}^{\infty} n a_{n} x^{n}$ have the same radius of convergence (finite or infinite).

## Hints for Selected Exercises

## Section 1

3. (a) This may seem trivial, but there is really something to prove. Recall that the value of $\sum_{n=m}^{\infty} a_{n}$ is not computed as a "sum" but as a limit of a sequence. You cannot just add $\left(a_{1}+a_{2}+\cdots+a_{m-1}\right)$ to both sides of the equation and change the lower limit of the left summation. You have to look at the sequence of partial sums. The point of the exercise is to justify future use of what appears to be just a simple algebraic manipulation.
4. (a) $1 / 2$; (c) $4 / 3$; (e) 1 ; (g) $1 / 3$; (i) $1 / 2$; (k) $1 / 4$.

In $(\mathrm{k})$, look at the partial sums and note that

$$
2 /[n(n+1)(n+2)]=1 /[n(n+1)]-1 /[n+1)(n+2)]
$$

In (1), look at the partial sums and try to break up the terms as in (k).
7. Use Theorem 1.6.
9. Rationalize the denominator and look at the partial sums.
11. Use Theorem 1.6.

## Section 2

3. (a), (e), (m), and (o) converge; (c), (g), (i), and (k) diverge.
4. (a), (e), and (i) converge conditionally; (c) converges absolutely; (g) diverges.
5. Look at the sequence $\left(b_{n} / a_{n}\right)$.
6. Consider the series $\Sigma\left(a_{n+1}-a_{n}\right)$.
7. If the original series is $\Sigma(-1)^{n+1} a_{n}$, consider the series $\Sigma a_{2 n-1}$ of positive terms and the series $\Sigma a_{2 n}$ of negative terms. Use them to show that the sequence of partial sums of the original series is unbounded.
8. Given a conditionally convergent series $\Sigma a_{n}$, consider the two series $\Sigma p_{n}$ and $\Sigma q_{n}$, where $p_{n}=\left(\left|a_{n}\right|+a_{n}\right) / 2$ and $q_{n}=\left(\left|a_{n}\right|-a_{n}\right) / 2$.
9. If a series is conditionally convergent, its positive terms by themselves form a divergent series, as do the negative terms by themselves. (See Exercise 15.) Use this observation together with Theorem 1.5 to obtain the desired rearrangements.

## Section 3

3. (a) $C=(-1,1)$;
(c) $C=[-1 / 3,1 / 3)$;
(e) $C=\mathbb{R}$;
(g) $C=[-1,1)$;
(i) $C=[8 / 9,10 / 9)$;
(k) $C=[-3,3)$;
(m) $C=(-1,1)$.
4. (a) $1 / 4$; (c) $e$.
5. (a) $2^{k}$; (b) $2^{1 / k}$;
(c) 1 .

## Glossary of Key Terms

| Term | Meaning |
| :--- | :--- |
| Absolute value | If $x \in \mathbb{R}$, then the absolute value of $x$, denoted by $\|x\|$, is defined by |

$$
|x|=\left\{\begin{aligned}
x, & \text { if } x \geq 0 \\
-x, & \text { if } x<0
\end{aligned}\right.
$$

| Absolutely | If $\sum\left\|a_{n}\right\|$ converges, then the series $\sum a_{n}$ is said to converge absolutely (or |
| :--- | :--- |
| convergent | to be absolutely convergent). |

## Accumulation point

Alternating series test

Antecedent
Archimedean property
Basis for induction

Biconditional statement

Bijective function

Bolzano-
Weierstrass theorem

Boundary point

A point $x$ is an accumulation point of a set $S$ if every deleted neighborhood of $x$ contains a point of $S$.
If $\left(a_{n}\right)$ is a decreasing sequence of positive numbers and $\lim a_{n}=0$, then the series $\sum(-1)^{n+1} a_{n}$ converges.

The antecedent of an implication "if $p$ then $q$ " is the statement $p$.
The set $\mathbb{N}$ of natural numbers is unbounded above in $\mathbb{R}$. There are several other equivalent forms.
The basis for induction in a proof using mathematical induction is the verification that the statement $P(n)$ is true when $n=1$

The statement " $p$ if and only if $q$," denoted $p \Leftrightarrow q$, is called a biconditional statement. It is true when $p$ and $q$ have the same truth values. Otherwise it is false. The abbreviated form "iff" is sometimes used.

A function $f: A \rightarrow B$ is called bijective if it is both surjective and injective.

If a bounded subset $S$ of $\mathbb{R}$ contains infinitely many points, then there exists at least one point in $\mathbb{R}$ that is an accumulation point of $S$.

A point $x$ in $\mathbb{R}$ is a boundary point of a set $S$ if every neighborhood of $x$ intersects both $S$ and the complement of $S$ in $\mathbb{R}$. The set of all boundary points of $S$ is denoted bd $S$.

[^17]| Bounded function | A function $f: D \rightarrow \mathbb{R}$ is said to be bounded if its range $f(D)$ is a bounded subset of $\mathbb{R}$. |
| :---: | :---: |
| Bounded sequence | A sequence $\left(s_{n}\right)$ is said to be bounded if the range $\left\{s_{n}: n \in \mathbb{N}\right\}$ is a bounded set. |
| Bounded set | A set is bounded if it is has an upper bound and a lower bound. |
| Bounded set in a metric space | A set $T$ in a metric space $(S, d)$ is bounded if $T$ is contained in a neighborhood of some point of $S$. |
| Cardinal number | The cardinal number of a set $\{1,2, \ldots, n\}$ is $n$. The cardinal number of $\varnothing$ is 0 . The cardinal number of a countable set is $\aleph_{0}$. The cardinal number of $\mathbb{R}$ is $c$. |
| Cartesian product | The Cartesian product of $A$ and $B$ is the set $A \times B=\{(a, b): a \in A$ and $b \in B\}$. |
| Cauchy convergence criterion | A sequence of real numbers is convergent iff it is a Cauchy sequence. |
| Cauchy mean value theorem | Let $f$ and $g$ be functions that are continuous on $[a, b]$ and differentiable on $(a, b)$. Then there exists at least one point $c \in(a, b)$ such that $[f(b)-$ $f(a)] g^{\prime}(c)=[g(b)-g(a)] f^{\prime}(c)$. |
| Cauchy sequence | A sequence $\left(s_{n}\right)$ of real numbers is said to be a Cauchy sequence if for each $\varepsilon>0$ there exists a number $N$ such that $m, n>N$ implies that $\left\|s_{n}-s_{m}\right\|$ $<\varepsilon$. |
| Chain rule for derivatives | Let $I$ and $J$ be intervals in $\mathbb{R}$, let $f: I \rightarrow \mathbb{R}$ and $g: J \rightarrow \mathbb{R}$, where $f(I) \subseteq J$, and let $c \in I$. If $f$ is differentiable at $c$ and $g$ is differentiable at $f(c)$, then the composite function $g \circ f$ is differentiable at $c$ and $(g \circ f)^{\prime}(c)=$ $g^{\prime}(f(c)) \cdot f^{\prime}(c)$. |
| Closed interval | A closed interval is a set of the form $[a, b]=\{x \in \mathbb{R}: a \leq x \leq b\}$, $[a, \infty)=\{x \in \mathbb{R}: x \geq a\}$, or $(-\infty, b]=\{x \in \mathbb{R}: x \leq b\}$. |
| Closed set | A set $S$ is closed if bd $S \subseteq S$. |
| Closure of a set | The closure of a set $S$, denoted $\operatorname{cl} S$, is the union of $S$ and the set of all accumulation points of $S$. |
| Codomain | If $f$ is a function between $A$ and $B$ so that $f \subseteq A \times B$, then $B$ is called the codomain of $f$. |
| Compact set | A set $S$ is compact if whenever it is contained in the union of a family $\mathscr{F}$ of open sets, it is contained in the union of some finite number of the sets if $\mathscr{F}$. |


| Term | Meaning |
| :---: | :---: |
| Comparison test for series | Let $\sum a_{n}$ and $\sum b_{n}$ be infinite series with $a_{n} \geq 0$ and $b_{n} \geq 0$ for all $n$. <br> If $\sum a_{n}$ converges and $0 \leq b_{n} \leq a_{n}$ for all $n$, then $\sum b_{n}$ converges. <br> If $\sum a_{n}=+\infty$ and $0 \leq a_{n} \leq b_{n}$ for all $n$, then $\sum b_{n}=+\infty$. |
| Complement of a set | The complement of $B$ in $A$ is the set $A \backslash B=\{x: x \in A$ and $x \notin B\}$. |
| Completeness axiom | Every nonempty subset $S$ of $\mathbb{R}$ that is bounded above has a least upper bound. That is, sup $S$ exists and is a real number. |
| Composition of functions | If $f: A \rightarrow B$ and $g: B \rightarrow C$, then composition of $f$ and $g$ is the function $g$ $\circ f: A \rightarrow C$ defined by $(g \circ f)(a)=g(f(a))$ for all $a$ in $A$. |
| Conclusion | When an implication $p \Rightarrow q$ is identified as a theorem, statement $q$ is called the conclusion. |
| Conditional statement | The statement "if $p$ then $q$," denoted $p \Rightarrow q$, is called a conditional statement or an implication. It is false only when $p$ is true and $q$ is false. Otherwise it is true. |
| Conditionally convergent series | If $\sum a_{n}$ converges but $\sum\left\|a_{n}\right\|$ diverges, then $\sum a_{n}$ is said to converge conditionally (or be conditionally convergent). |
| Conjunction | The statement " $p$ and $q$," denoted $p \wedge q$, is called the conjunction of statements $p$ and $q$. It is true only when both $p$ and $q$ are true. Otherwise it is false. |
| Consequent | The consequent of an implication "if $p$ then $q$ " is the statement $q$. |
| Continuous at a point in a metric space | Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces. A function $f: X_{1} \rightarrow X_{2}$ is continuous at a point $\boldsymbol{c}$ in $X_{1}$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that $d_{2}(f(x), f(c))<\varepsilon$ whenever $d_{1}(x, c)<\delta$. |
| Continuous at $\boldsymbol{c}$ | Let $f: D \rightarrow \mathbb{R}$ and let $c \in D$. We say that $f$ is continuous at $c$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that $\|f(x)-f(c)\|<\varepsilon$ whenever $\mid x-$ $c \mid<\delta$ and $x \in D$. |
| Continuous function | If $f$ is continuous on its domain $D$, then $f$ is said to be continuous. |
| Continuous on $S$ | If $f$ is continuous at each point of a subset $S$ of its domain $D$, then $f$ is said to be continuous on $\boldsymbol{S}$. |
| Contradiction | A contradiction is a statement that is always false. |
| Contrapositive | The contrapositive of $p \Rightarrow q$ is $\sim q \Rightarrow \sim p$. |

## Convergent

 sequenceConvergent sequence in a metric space

Convergent series

A sequence $\left(s_{n}\right)$ is said to converge to the real number $s$ provided that for each $\mathcal{\varepsilon}>0$ there exists a real number $N$ such that for all $n \in \mathbb{N}$, $n>N$ implies that $\left|s_{n}-s\right|<\varepsilon$.
A sequence $\left(s_{n}\right)$ in a metric space $(X, d)$ is said to converge if there exists a point $s \in X$ such that for each $\varepsilon>0$ there exists a real number $N$ such that $n>N$ implies that $d\left(s_{n}, s\right)<\varepsilon$.

An infinite series converges to a real number $s$ if the sequence of partial sums converges to $s$.

## Converse

## Countable

Counterexample
Decreasing function

Decreasing sequence

Deductive reasoning

Deleted neighborhood
Density of the rationals

Denumerable
Differentiable at $c$

The converse of $p \Rightarrow q$ is $q \Rightarrow p$.
A set is countable if it is finite or denumerable.
A counterexample is an example that shows a given statement is false.
A function $f$ is said to be decreasing on an interval $I$ if $x_{1}<x_{2}$ in $I$ implies that $f\left(x_{1}\right) \geq f\left(x_{2}\right)$.
A sequence $\left(s_{n}\right)$ is decreasing if $s_{n} \geq s_{n+1}$ for all $n \in \mathbb{N}$.

Deductive reasoning is applying a general principle to a specific case.

The deleted neighborhood of $x$ of radius $\varepsilon$ is the set

$$
N^{*}(x ; \varepsilon)=\{y \in \mathbb{R}: 0<|x-y|<\varepsilon\} .
$$

If $x$ and $y$ are real numbers with $x<y$, then there exists a rational number $r$ such that $x<r<y$.

A set $S$ is denumerable if there exists a bijection $f: \mathbb{N} \rightarrow S$.
Let $f$ be a real-valued function defined on an interval $I$ containing the point $c$. We say that $f$ is differentiable at $c$ (or has a derivative at $c$ ) if the limit

$$
\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}
$$

exists and is finite. We denote the derivative of $f$ at $c$ by $f^{\prime}(c)$.
Disjoint sets
Sets $A$ and $B$ are disjoint if $A \cap B=\varnothing$.
Disjunction

The statement " $p$ or $q$," denoted $p \vee q$, is called the disjunction of statements $p$ and $q$. It is false only when both $p$ and $q$ are false. Otherwise it is true.

Diverge to $-\infty$

Diverge to $+\infty$

Divergent sequence
Divergent series
Domain of a function

Empty set
Equal sets
Equinumerous $\quad$ Two sets $S$ and $T$ are called equinumerous, and we write $S \sim T$, if there exists a bijective function from $S$ onto $T$.

## Equivalence class

## Equivalence relation

## Euclidean metric

A sequence $\left(s_{n}\right)$ is said to diverge to $-\infty$, and we write $\lim s_{n}=-\infty$, provided that for every $M \in \mathbb{R}$ there exists a number $N$ such that $n>N$ implies that $s_{n}<M$.

$$
r_{1}
$$

A sequence $\left(s_{n}\right)$ is said to diverge to $+\infty$, and we write $\lim s_{n}=+\infty$, provided that for every $M \in \mathbb{R}$ there exists a number $N$ such that $n>N$ implies that $s_{n}>M$.
A sequence is divergent if it does not converge to a real number.

A series is divergent if is not convergent.
The domain of a function $f$ is the set

$$
\operatorname{dom} f=\{a \in A: \exists b \in B \ni(a, b) \in f\}
$$

The empty set, denoted $\varnothing$, is the set with no members.
Set $A$ is equal to set $B$ if $A \subseteq B$ and $B \subseteq A$.

$$
5
$$

The equivalence class (with respect to a relation R ) of an element $x$ in set $S$ is the set $E_{x}=\{y \in S: y \mathrm{R} x\}$.

A relation R on a set $S$ is an equivalence relation if for all $x, y, z$ in $S$ it is reflexive ( $x \mathrm{R} x$ ), symmetric ( $x \mathrm{R} y \Rightarrow y \mathrm{R} x$ ), and transitive ( $x \mathrm{R} y$ and $y \mathrm{R} z$ $\Rightarrow x \mathrm{R} z$ ).
The Euclidean metric on $\mathbb{R}^{2}$ is the usual measure of distance between two points in the plane. It is given by

$$
d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}
$$

The existential quantifier, denoted $\exists$, represents the concept "there is at least one," "there exists," or a similar phrase.
A function $\tilde{f}: E \rightarrow \underset{\sim}{\mathbb{R}}$ is an extension of a function $f: D \rightarrow \mathbb{R}$ if $D \subseteq E$ and $f(x)=\tilde{f}(x)$ for all $x \in D$.

The field axioms are the 11 axioms that an algebraic system must satisfy to be called a field.

A set $S$ is said to be finite if $S=\varnothing$ or if there exists $n \in \mathbb{N}$ and a bijection $f:\{1,2, \ldots, n\} \rightarrow S$.

Function from $A$ to $B$

Fundamental theorem of calculus I

Fundamental theorem of calculus II

Geometric series

If $f$ is a function between $A$ and $B$ so that $f \subseteq A \times B$, and if the domain of $f$ is equal to $A$, then $f$ is a function from $\boldsymbol{A}$ to $\mathbf{B}$ and we write $f: A \rightarrow B$.
Let $f$ be integrable on $[a, b]$. For each $x \in[a, b]$, let $F(x)=\int_{a}^{x} f(t) d t$. Then $F$ is uniformly continuous on $[a, b]$. Furthermore, if $f$ is continuous at $c \in[a, b]$, then $F$ is differentiable at $c$ and $F^{\prime}(c)=f(c)$.
If $f$ is differentiable on $[a, b]$ and $f^{\prime}$ is integrable on $[a, b]$, then

$$
\int_{a}^{b} f^{\prime}=f(b)-f(a)
$$

The geometric series is the series $\sum_{n=0}^{\infty} r^{n}$. It converges to $1 /(1-r)$ when $|r|<1$.

## Harmonic series The harmonic series is the series $\sum_{n=1}^{\infty} 1 / n$. It diverges.

Heine-Borel
A subset $S$ of $\mathbb{R}$ is compact iff $S$ is closed and bounded.
theorem
Hypothesis When an implication $p \Rightarrow q$ is identified as a theorem, statement $p$ is called the hypothesis.
Identity function The identity function $i_{A}$ on a set $A$ is the function that maps each element of $A$ onto itself. Thus $i_{A}(x)=x$ for all $x$ in $A$.

Image of a set If $f: A \rightarrow B$ and $C \subseteq A$, then $f(C)=\{f(x): x \in C\}$ is called the image of $C$ in $B$.
Implication The statement "if $p$ then $q$," denoted $p \Rightarrow q$, is called an implication or a conditional statement. It is false only when $p$ is true and $q$ is false. Otherwise it is true.

Improper integral Let $f$ be defined on $(a, b]$ and integrable on $[c, b]$ for every $c \in(a, b]$. If $\lim _{c \rightarrow a+} \int_{c}^{b} f$ exists, then the improper integral of $f$ on $(a, b]$ is given by $\int_{a}^{b} f=\lim _{c \rightarrow a+} \int_{c}^{b} f$.

Improper integral Let $f$ be defined on $[a, \infty)$ and integrable on $[a, c]$ for every $c>a$. If $\lim _{c \rightarrow \infty} \int_{a}^{c} f$ exists, then the improper integral of $f$ on $[a, \infty)$ is given by $\int_{a}^{\infty} f=\lim _{c \rightarrow \infty} \int_{a}^{c} f$.
Increasing function

A function $f$ is said to be increasing on an interval $I$ if $x_{1}<x_{2}$ in $I$ implies that $f\left(x_{1}\right) \leq f\left(x_{2}\right)$.

## Increasing sequence <br> Indeterminate form

Indexed family

Induction hypothesis

Induction step

## Inductive reasoning

Infimum
Infinite
Infinite series
Injective
Integral test for
series

## Interior point

## Intermediate

 value theorem
## Intermediate

 value theorem for derivativesA sequence $\left(s_{n}\right)$ is increasing if $s_{n} \leq s_{n+1}$ for all $n \in \mathbb{N}$.

If $\lim _{x \rightarrow c} f(x)=\lim _{x \rightarrow c} g(x)=0$, then $\lim _{x \rightarrow c} f(x) / g(x)$ is called an indeterminate form, because different values may be obtained for the limit, depending on the particular $f$ and $g$.

If for each element $j$ in a nonempty set $J$ there corresponds a set $A_{j}$, then $\left\{A_{j}: j \in J\right\}$ is called an indexed family with $J$ as the index set.

The induction hypothesis in a proof using mathematical induction is the assumption that $P(k)$ is true for some $k \in \mathbb{N}$.

The induction step in a proof using mathematical induction is the verification that $P(k)$ implies $P(k+1)$.

Inductive reasoning is drawing a general conclusion on the basis of individual cases.

The infimum of a set is its greatest lower bound. Thus $m=\inf S$ iff
(a) $m \leq s$, for all $s \in S$, and
(b) if $m^{\prime}>m$, then there exists $s^{\prime} \in S$ such that $s^{\prime}<m^{\prime}$.

A set is infinite if it is not finite.
An infinite series is a sequence of partial sums.
A function $f: A \rightarrow B$ is called injective (or one-to-one) if, for all $a$ and $a^{\prime}$ in $A, f(a)=f\left(a^{\prime}\right)$ implies that $a=a^{\prime}$.

Let $f$ be a continuous function defined on $[0, \infty)$, and suppose that $f$ is positive and decreasing. That is, if $x_{1}<x_{2}$, then $f\left(x_{1}\right) \geq f\left(x_{2}\right)>0$.
Then the series $\sum f(n)$ converges iff

$$
\lim _{n \rightarrow \infty}\left(\int_{1}^{n} f(x) d x\right) \text { exists as a real number. }
$$

A point $x$ in $\mathbb{R}$ is an interior point of a set $S$ if there exists a neighborhood $N$ of $x$ such that $N \subseteq S$. The set of all interior points of $S$ is denoted int $S$.

Suppose that $f:[a, b] \rightarrow \mathbb{R}$ is continuous. Then $f$ has the intermediate value property on $[a, b]$. That is, if $k$ is any value between $f(a)$ and $f(b)$, then there exists $c \in[a, b]$ such that $f(c)=k$.
Let $f$ be differentiable on $[a, b]$ and suppose that $k$ is a number between $f^{\prime}(a)$ and $f^{\prime}(b)$. Then there exists a point $c \in(a, b)$ such that $f^{\prime}(c)=k$.

Intersection

## Interval of convergence

Inverse
Inverse function

Inverse function theorem

Isolated point

L'Hospital's rule Let $f$ and $g$ be continuous on $[a, b]$ and differentiable on $(a, b)$. Suppose that $c \in[a, b]$ and that $f(c)=g(c)=0$. Suppose also that $g^{\prime}(x) \neq 0$ for $x \in U$, where $U$ is the intersection of $(a, b)$ and some deleted neighborhood of $c$.

$$
\text { If } \lim _{x \rightarrow c} \frac{f^{\prime}(x)}{g^{\prime}(x)}=L, \text { with } L \in \mathbb{R}, \text { then } \lim _{x \rightarrow c} \frac{f(x)}{g(x)}=L
$$

## Left-hand limit

Limit inferior

Limit of a sequence
Limit of $\boldsymbol{f}$ as $x \rightarrow \infty$

The intersection of sets $A$ and $B$ is the set

$$
A \cap B=\{x: x \in A \text { and } x \in B\}
$$

The interval of convergence of a power series is the set of values for which the series converges. It will either be $\{0\}, \mathbb{R}$, or a bounded interval centered at 0 . (We think of $\{0\}$ as an interval of zero radius and $\mathbb{R}$ as an interval of infinite radius.)

The inverse of $p \Rightarrow q$ is $\sim p \Rightarrow \sim q$.
If $f: A \rightarrow B$ is bijective, then the inverse function $f^{-1}: B \rightarrow A$ is defined by $f^{-1}=\{(y, x) \in B \times A:(x, y) \in f\}$.

Suppose that $f$ is differentiable on an interval $I$ and $f^{\prime}(x) \neq 0$ for all $x \in I$. Then $f$ is injective, $f^{-1}$ is differentiable on $f(I)$, and $\left(f^{-1}\right)^{\prime}(y)=1 / f^{\prime}(x)$, where $y=f(x)$.

A point $x$ is an isolated point of $S$ if $x \in S$ and $x$ is not an accumulation point of $S$. - $f^{\prime}(x)$

If the domain of $f$ is an interval $(a, b)$, then the left-hand limit of $f$ at $b$, denoted by $\lim _{x \rightarrow b-} f(x)$, is equal to $L$ iff for every $\varepsilon>0$ there exists a $\delta>$ 0 such that $|f(x)-L|<\varepsilon$ whenever $x \in(a, b)$ and $b-\delta<x<b$.

If $S$ is the set of all subsequential limits of $\left(s_{n}\right)$, then we define the limit inferior (or lower limit) of $\left(s_{n}\right)$ to be $\lim \inf s_{n}=\inf S$.

If $\left(s_{n}\right)$ converges to $s$, then $s$ is called the limit of the sequence $\left(s_{n}\right)$.

Let $f:(b, \infty) \rightarrow \mathbb{R}$, where $b \in \mathbb{R}$. We say that $L \in \mathbb{R}$ is the limit of $\boldsymbol{f}$ as $\boldsymbol{x} \rightarrow \infty$, and we write $\lim _{x \rightarrow \infty} f(x)=L$, provided that for each $\varepsilon>0$ there exists a real number $N>b$ such that $x>N$ implies that $|f(x)-L|<\varepsilon$.

| Term | Meaning |
| :---: | :---: |
| Limit of $\boldsymbol{f}$ at $\boldsymbol{c}$ | Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. We say that a real number $L$ is a limit of $\boldsymbol{f}$ at $\boldsymbol{c}$, and we write $\lim _{x \rightarrow c} f(x)=L$, if for each $\varepsilon>$ 0 there exists a $\delta>0$ such that $\|f(x)-L\|<\varepsilon$ whenever $x \in D$ and $0<\mid x-$ $c \mid<\delta$. |
| Limit superior | If $S$ is the set of all subsequential limits of $\left(s_{n}\right)$, then we define the limit superior (or upper limit) of $\left(s_{n}\right)$ to be $\lim \sup s_{n}=\sup S$. |
| Lower bound | If $m \leq s$ for all $s \in S$, then $m$ is a lower bound for $S$. |
| Lower integral | Let $f$ be a bounded function defined on $[a, b]$. Then $L(f)=\sup \{L(f, P): P \text { is a partition of }[a, b]\}$ <br> is called the lower integral of $f$ on $[a, b]$. |
| Lower sum | The lower sum of a function $f$ with respect to a partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ is $L(f, P)=\sum_{i=1}^{n} m_{i} \Delta x_{i}, \text { where } m_{i}=\inf \left\{f(x): x \in\left[x_{i-1}, x_{i}\right]\right\}$ <br> and $\Delta x_{i}=x_{i}-x_{i-1}(i=1, \ldots, n)$. |
| Maximum | If an upper bound for a set $S$ is a member of $S$, then it is called the maximum of $S$. |
| Mean value theorem | Let $f$ be a continuous function on $[a, b]$ that is differentiable on $(a, b)$. Then there exists at least one point $c \in(a, b)$ such that $f^{\prime}(c)=\frac{f(b)-f(a)}{b-a}$ |
| Metric | A function $d: X \times X \rightarrow \mathbb{R}$ is called a metric on $X$ if it satisfies the following conditions for all $x, y, z \in X$. <br> (1) $d(x, y) \geq 0$ <br> (2) $d(x, y)=0$ if and only if $x=y$ <br> (3) $d(x, y)=d(y, x)$ <br> (4) $d(x, y) \leq d(x, z)+d(z, y)$ <br> (triangle inequality) |
| Metric space | A metric space ( $X, d$ ) is a set $X$ together with a metric $d$. |
| Minimum | If a lower bound for a set $S$ is a member of $S$, then it is called the minimum of $S$. |
| Monotone function | A function is monotone on an interval if it is either increasing or decreasing on the interval. |

## Monotone sequence

Negation

Neighborhood

Neighborhood in a metric space

Open cover

Open interval

Open set

Order axioms

Ordered pair
Oscillate

Partial sum

## Partition of a set

Partition of an
interval interval

Pointwise convergence

A sequence is monotone if it is either increasing or decreasing.

The negation of a statement $p$, denoted $\sim p$, is the logical opposite of $p$. When $p$ is true, $\sim p$ is false; when $p$ is false, $\sim p$ is true.
The neighborhood of $x$ of radius $\varepsilon$ is the set

$$
N(x ; \varepsilon)=\{y \in \mathbb{R}:|x-y|<\varepsilon\}
$$

In a metric space $(S, d)$, the neighborhood of $x$ of radius $\varepsilon$ is given by $N(x ; \varepsilon)=\{y \in S: d(x, y)<\boldsymbol{\varepsilon}\}$.

A family $\mathscr{F}$ of open sets is an open cover of a set $S$ if $S$ is contained in the union of the sets in $\mathscr{F}$.

An open interval is a set of the form $(a, b)=\{x \in \mathbb{R}: a<x<b\}$, $(a, \infty)=\{x \in \mathbb{R}: x>a\}$, or $(-\infty, b)=\{x \in \mathbb{R}: x<b\}$.

A subset $S$ of $\mathbb{R}$ is open if bd $S \subseteq \mathbb{R} \backslash S$. Equivalently, $S$ is open if every point in $S$ is an interior point of $S$.

The order axioms are the four axioms that a field must satisfy to be called an ordered field.

The ordered pair $(a, b)$ is the set whose members are $\{a\}$ and $\{a, b\}$.
A bounded sequence $\left(s_{n}\right)$ is said to oscillate if $\lim \inf s_{n}<\lim \sup s_{n}$. This means it has more than one subsequential limit.

For any sequence $\left(a_{n}\right)$ of real numbers, we can define a new sequence $\left(s_{n}\right)$ of partial sums given by

$$
s_{n}=\sum_{k=1}^{n} a_{k}=a_{1}+a_{2}+\cdots+a_{n}
$$

A partition of a set $S$ is a collection $\mathscr{P}$ of nonempty subsets of $S$ such that (a) each $x$ in $S$ belongs to some subset $A$ in $\mathscr{P}$, and (b) for all $A$ and $B$ in $\mathscr{P}$, if $A \neq B$, then $A \cap B=\varnothing$.

Let $[a, b]$ be an interval in $\mathbb{R}$. A partition $P$ of $[a, b]$ is a finite set of points $\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ in $[a, b]$ such that $a=x_{0}<x_{1}<\cdots<x_{n}=b$.

Let $\left(f_{n}\right)$ be a sequence of functions defined on a subset $S$ of $\mathbb{R}$. Then $\left(f_{n}\right)$ converges pointwise on $S$ if for each $x \in S$ the sequence of numbers $\left(f_{n}(x)\right)$ converges.

| Power series | Let $\left(a_{n}\right)_{n=0}^{\infty}$ be a sequence of real numbers. The series $\sum_{n=0}^{\infty} a_{n} x^{n}=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\cdots$ <br> is called a power series. |
| :---: | :---: |
| Power set | The power set $\mathscr{P}(S)$ of a set $S$ is the collection of all the subsets of $S$. |
| Pre-image of a set | If $f: A \rightarrow B$ and $D \subseteq B$, then $f^{-1}(D)=\{x \in A: f(x) \in D\}$ is called the pre-image of $D$ in $A$. |
| Principle of mathematical induction | Let $P(n)$ be a statement that is either true or false for each $n \in \mathbb{N}$. Then $P(n)$ is true for all $n \in \mathbb{N}$, provided that <br> (a) $P(1)$ is true, and <br> (b) for each $k \in \mathbb{N}$, if $P(k)$ is true, then $P(k+1)$ is true. |
| Proof by cases | The two basic forms of a proof by cases are based on the tautologies $\begin{aligned} & \quad[(p \vee q) \Rightarrow r] \Leftrightarrow[(p \Rightarrow r) \wedge(q \Rightarrow r)] \\ & \text { and }[p \Rightarrow(q \vee r)] \Leftrightarrow[(p \wedge \sim q) \Rightarrow r] . \end{aligned}$ |
| Proof by contradiction | The two basic forms of a proof by contradiction are based on the tautologies $(\sim p \Rightarrow c) \Leftrightarrow p$ and $(p \Rightarrow q) \Leftrightarrow[(p \wedge \sim q) \Rightarrow c]$. |
| Proper subset | If $A$ is a subset of $B$ and $A \neq B$, then $A$ is a proper subset of $B$. |
| Radius of convergence | The radius of convergence of a power series is the number $R$ such that the series converges absolutely whenever $\|x\|<R$ and diverges whenever $\|x\|>R$. (When $R=+\infty$, we take this to mean that the series converges absolutely for all real $x$. When $R=0$, the series converges only at $x=0$.) |
| Range of a function | The range of a function $f$ is the set $\operatorname{rng} f=\{b \in B: \exists a \in A \ni(a, b) \in f\} .$ |
| Ratio criterion for a power series | The radius of convergence of a power series $\sum a_{n} x^{n}$ is equal to $\lim _{n \rightarrow \infty}$ $\left\|a_{n} / a_{n+1}\right\|$, provided that this limit exists. |
| Ratio test for series | Let $\sum a_{n}$ be a series of nonzero terms. <br> If $\lim \sup \left\|a_{n+1} / a_{n}\right\|<1$, then the series converges absolutely. <br> If $\lim \inf \left\|a_{n+1} / a_{n}\right\|>1$, then the series diverges. <br> Otherwise, $\lim \inf \left\|a_{n+1} / a_{n}\right\| \leq 1 \leq \lim \sup \left\|a_{n+1} / a_{n}\right\|$, and the test gives no information about convergence or divergence. |
| Refinement of a partition | If $P$ and $Q$ are two partitions of $[a, b]$ with $P \subseteq Q$, then $Q$ is called a refinement of $P$. |
| Reflexive | A relation R on a set $S$ is reflexive if for all $x$ in $S, x \mathrm{R} x$. |


| Relation between $A$ and $B$ | A relation between $\boldsymbol{A}$ and $\boldsymbol{B}$ is any subset of $A \times B$. |
| :---: | :---: |
| Riemann integral | If the upper and lower integrals of $f$ on $[a, b]$ are equal, that is, $L(f)=$ $U(f)$, then their common value, denoted by $\int_{a}^{b} f$ or by $\int_{a}^{b} f(x) d x$, is the Riemann integral of $f$ on $[a, b]$. |
| Right-hand limit | If the domain of $f$ is an interval $(a, b)$, then the right-hand limit of $f$ at $a$, denoted by $\lim _{x \rightarrow a+} f(x)$, is equal to $L$ iff for every $\varepsilon>0$ there exists a $\delta>$ 0 such that $\|f(x)-L\|<\varepsilon$ whenever $x \in(a, b)$ and $a<x<a+\delta$. |
| Rolle's theorem | Let $f$ be a continuous function on $[a, b]$ that is differentiable on $(a, b)$ and such that $f(a)=f(b)$. Then there exists at least one point $c$ in $(a, b)$ such that $f^{\prime}(c)=0$. |
| Root test for series | Given a series $\sum a_{n}$, let $\alpha=\lim \sup \left\|a_{n}\right\|^{1 / n}$. <br> If $\alpha<1$, then the series converges absolutely. <br> If $\alpha>1$, then the series diverges. <br> Otherwise $\alpha=1$, and the test gives no information about convergence or divergence. |
| Second derivative of a function | If $f^{\prime}$, the derivative of a function $f$, is differentiable at a point $c$, then the derivative of $f^{\prime}$ at $c$ [denoted by $f^{\prime \prime}(c)$ ] is the second derivative of $f$ at $c$. |
| Sequence | A sequence is a function whose domain is the set $\mathbb{N}$ of natural numbers. |
| Sequential criterion for limits | Let $f: D \rightarrow \mathbb{R}$ and let $c$ be an accumulation point of $D$. Then $\lim _{x \rightarrow c} f(x)=L$ iff for every sequence $\left(s_{n}\right)$ in $D$ that converges to $c$ with $s_{n} \neq c$ for all $n$, the sequence $\left(f\left(s_{n}\right)\right)$ converges to $L$. |
| Statement | A statement is a sentence that can be classified as true or false. |
| Subcover | If $\mathscr{F}$ is an open cover of a set $S$ and $\mathscr{G}$ is also an open cover of $S$ with $\mathscr{G}$ $\subseteq \mathscr{F}$, then $\mathscr{G}$ is a subcover of $S$. |
| Subsequence | Let $\left(s_{n}\right)_{n=1}^{\infty}$ be a sequence and let $\left(n_{k}\right)_{k=1}^{\infty}$ be any sequence of natural numbers such that $n_{1}<n_{2}<n_{3}<\cdots$. The sequence $\left(s_{n_{k}}\right)_{k=1}^{\infty}$ is called a subsequence of $\left(s_{n}\right)_{n=1}^{\infty}$. |
| Subsequential limit | A subsequential limit of a bounded sequence $\left(s_{n}\right)$ is any real number that is the limit of some subsequence of $\left(s_{n}\right)$. |

## Subset

Sum of a series

Supremum

## Surjective

Symmetric

## Tautology

Taylor polynomials

## Taylor series
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## Transfinite

Transitive

Triangle inequality

Triangle inequality
Uncountable
Uniform
continuity in a metric space
$A$ is a subset of $B$, written $A \subseteq B$, if every element of $A$ is an element of $B$.
A real number $s$ is the sum of a series if $s$ is the limit of the sequence of partial sums of the series.
The supremum of a set is its least upper bound. Thus $m=\sup S$ iff
(a) $m \geq s$, for all $s \in S$, and
(b) if $m^{\prime}<m$, then there exists $s^{\prime} \in S$ such that $s^{\prime}>m^{\prime}$.

A function $f: A \rightarrow B$ is called surjective if $B=\operatorname{rng} f$. A surjective function is said to map $A$ onto $B$.

A relation R on a set $S$ is symmetric if for all $x, y$ in $S$, if $x \mathrm{R} y$, then $y \mathrm{R} x$.
A tautology is a compound statement that is true for all truth values of the individual statements.

The Taylor polynomials for $f$ at $x_{0}$ are given by

$$
p_{n}(x)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\cdots+\frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n}
$$

where $n \in \mathbb{N}$.
The Taylor series for $f$ at $x_{0}$ is the limit of the Taylor polynomials for $f$ at $x_{0}$.
Let $f:(b, \infty) \rightarrow \mathbb{R}$. We say that $f$ tends to $\infty$ as $x \rightarrow \infty$ and we write $\lim _{x \rightarrow \infty} f(x)=\infty$, provided that given any $\alpha \in \mathbb{R}$ there exists an $N>b$ such that $x>N$ implies that $f(x)>\alpha$.
A cardinal number is transfinite if it is not finite.
A relation R on a set $S$ is transitive if for all $x, y, z$ in $S$, if $x \mathrm{R} y$ and $y \mathrm{R} z$, then $x \mathrm{R} z$.
For all $x, y \in \mathbb{R}$ we have $|x+y| \leq|x|+|y|$.

For all $x, y, z$ in a metric space $(X, d)$ we have

$$
d(x, y) \leq d(x, z)+d(z, y)
$$

A set is uncountable if it is not countable.
Let $\left(X_{1}, d_{1}\right)$ and $\left(X_{2}, d_{2}\right)$ be metric spaces, let $D$ be a subset of $X_{1}$, and suppose $f: X_{1} \rightarrow X_{2}$. We say that $f$ is uniformly continuous on $D$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that $d_{2}(f(x), f(y))<\varepsilon \quad$ whenever $d_{1}(x, y)<\delta$ and $x, y \in D$.

| Weierstrass | Suppose that $\left(f_{n}\right)$ is a sequence of functions defined on $S$ and $\left(M_{n}\right)$ is |
| :---: | :--- |
| $\boldsymbol{M}$-test | a sequence of nonnegative numbers such that $\left\|f_{n}(x)\right\| \leq M_{n}$, for all |
|  | $x \in S$ and all $n \in \mathbb{N}$. If $\sum M_{n}$ converges, then $\sum f_{n}$ converges uniformly |
| on $S$. |  |
| Well-ordering | If $S$ is a nonempty subset of $\mathbb{N}$, then there exists an element $m \in S$ such |
| property of $\mathbb{N}$ | that $m \leq k$ for all $k \in S$. |

Uniform
convergence
Uniformly
continuous
on $D$

Union
Universal
quantifier
Upper bound
Upper integral

Upper sum

Vertical line test

Well-ordering property of $\mathbb{N}$

Let $\left(f_{n}\right)$ be a sequence of functions defined on a subset $S$ of $\mathbb{R}$. Then $\left(f_{n}\right)$ converges uniformly on $S$ to a function $f$ defined on $S$ if for each $\varepsilon>0$ there exists a number $N$ such that for all $x \in S, n>N$ implies that $\mid f_{n}(x)-$ $f(x) \mid<\varepsilon$.
Let $f: D \rightarrow \mathbb{R}$. We say that $f$ is uniformly continuous on $\boldsymbol{D}$ if for every $\varepsilon>0$ there exists a $\delta>0$ such that $|f(x)-f(y)|<\varepsilon$ whenever $|x-y|<\delta$ and $x, y \in D$.
The union of sets $A$ and $B$ is the set $A \cup B=\{x: x \in A$ or $x \in B\}$.
The universal quantifier, denoted $\forall$, represents the concept "for every," "for all," or a similar phrase.

If $m \geq s$ for all $s \in S$, then $m$ is called an upper bound for $S$.
Let $f$ be a bounded function defined on $[a, b]$. Then

$$
U(f)=\inf \{U(f, P): P \text { is a partition of }[a, b]\}
$$

is called the upper integral of $f$ on $[a, b]$.
The upper sum of a function $f$ with respect to a partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ is

$$
U(f, P)=\sum_{i=1}^{n} M_{i} \Delta x_{i}, \text { where } M_{i}=\sup \left\{f(x): x \in\left[x_{i-1}, x_{i}\right]\right\}
$$

and $\Delta x_{i}=x_{i}-x_{i-1}(i=1, \ldots, n)$.
If $f$ is a subset of $A \times B$, then $f$ is a function from $A$ to $B$ if for every $a \in$ $A$, the vertical line $x=a$ intersects the graph of $f$ exactly once.
Suppose that $\left(f_{n}\right)$ is a sequence of functions defined on $S$ and $\left(M_{n}\right)$ is a sequence of nonnegative numbers such that $\left|f_{n}(x)\right| \leq M_{n}$, for all $x \in S$ and all $n \in \mathbb{N}$. If $\sum M_{n}$ converges, then $\sum f_{n}$ converges uniformly on $S$.
nonempty subset of $\mathbb{N}$, then there exists an element $m \in S$ such that $m \leq k$ for all $k \in S$.
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functions, 125, 141
inequalities, 125-126
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C
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Charts, 129
Circles, 52, 82
area of, 82
defined, 82
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Continuous function, 2, 21, 207, 216, 223-228, 230, 232, 236, 246, 262-264, 269, 277, 300, 331, 347, 351, 353, 356
Convergence, 10, 171, 174, 177, 180-181, 188,
190-195, 198, 236, 319, 321-324, 326-331, $333,336,338-343,346,352,354-356,358$
Coordinate plane, 63-64
Coordinates, 55, 110
Counting, 88
D
Days, 118
Decimals, 190

Decreasing function, 348
Definite integral, 291
Degree, 5, 8, 26, 231, 282, 286-287
Denominator, 175-176, 182, 185, 220, 257, 301-302, 343
Denominators, 220
Derivatives, 251-252, 266, 268, 280-284, 286-287, 316, 346, 351
first, 281-283, 286, 316
partial, 351
second, 280, 286
Diagrams, 47, 52, 327
Difference, 48, 52, 67, 121, 133, 141, 181, 184, 217, 220, 252, 264
function, 67, 141, 220, 252, 264
real numbers, 121, 133, 141
Difference quotient, 252
Differentiability, 5, 8
Differentiable function, 19, 264, 315
Differentiation, 251-289, 309, 314
Digits, 92
Distance, 110, 126, 141, 158-160, 193, 241, 245-246, 349
Distributive law, 98, 121
Division, 48, 140
Divisors, 19, 42, 91, 130
Domain, 58, 66-71, 74, 77, 79-80, 103, 105, 141, 171-172, 207, 213, 216, 222, 226, 235-236, 249, 307, 347, 349-350, 352, 356
defined, 67-70, $77,141,207,213,216,222,307$, 347, 350, 352
determining, 66
rational functions, 141
relations, 58, 67

## E

Empty set, $45,48,50,52,54,132,144,147,349$
Endpoints, 263-264, 338-339
Equal sets, 50, 349
Equality, 24, 46, 58, 73-74, 78, 83, 97, 108, 149, 205
Equivalence, 58-65, 85-86, 129, 135, 349
defined, 59-61, 63, 85-86, 129
Error, 283-287, 289, 336
Estimate, 175, 192, 265, 284, 287-288
Euler Leonhard, 2
Euler, Leonhard, 2
Experimentation, 20
Exponential functions, 286
Exponents, 265

## F

Factoring, 21, 25, 32, 272, 274
polynomials, 25
Factoring polynomials, 25
Factors, 90, 130-131
common factors, 130-131
Feet, 16, 38
Formulas, 181, 188, 212, 218, 269, 278, 284, 286 defined, 269, 278
Fractions, 138, 140, 301
unit, 138, 140, 301
Functions, 9, 18, 41-110, 111, 121, 124-125, 128-129 141-142, 158, 166, 207, 209, 211, 215-216, 220-222, 226, 230-231, 238-239, 248, 255-258, 261-262, 266, 270-274, 276, 278-280, 286, 291, 296, 299-302, 304, 307, 315-316, 346-347, 354, 358
algebraic, 96, 121, 125, 216, 220, 276, 291, 302 constant, 266, 271-272
defined, 49, 59-61, 63, 67-70, 77, 81-82, 85-86, 88, $95,97-98,101,121,125,129,141-142$, 207, 211, 216, 220, 222, 258, 262, 271, 278, 280, 296, 301, 307, 347, 354, 358
difference, 48, 52, 67, 121, 141, 220
evaluating, 272
even, 18, 49, 67, 70, 87, 89, 95, 102, 216, 226, 257, 262, 266, 291, 296
exponential, 274, 286
family of, 49-50, 54, 86, 91, 105-106
graphs of, 77
identity, $9,52,77,79,81,95,99,109$
inverse, 72, 76-79, 84
linear, 9,103
logarithmic, 274, 286
notation, 41, 43-44, 49, 55, 65, 67, 71-72, 75, 80, 88, 121, 272
odd, 9, 18, 89, 95, 231, 262
one-to-one, 68, 80, 85
polynomial, 96, 231, 261, 286
product, $56,61,82,90,98,105-106,121,124,211$, 220, 239, 255-256, 258, 261, 307, 346
quotient, 121, 124, 211, 220, 255, 257, 261, 272, 274
rational, $43,63,91,95,124-125,128-129,141$, 158, 216, 248, 261, 271, 296, 301-302
square, 77,230
square-root, 77
sum, $82,97-98,121,124,211,299,301,354,358$
transcendental, 96
translations, 103-104
trigonometric, 274, 286
vertical line test, 70, 358

## G

Geometric interpretation, 70, 264, 272
Geometric series, 322-325, 327, 329-330, 341, 350
defined, 350
infinite, 322-325, 327, 329-330, 341
Geometry, 55, 251
Graphs, 77
Greater than, 2, 13, 15, 17, 27, 32, 34, 40, 44, 46, 94 , 116, 131, 138, 153, 186, 200, 202-203, 213-214, 218, 220, 302, 329-330

## H

Horizontal axis, 56, 130
Horizontal line, 70, 79, 228
graph of, 70, 228
Horizontal lines, 323
Hypotenuse, 241

## I

Identity, 9, 38, 52, 77, 79, 81, 95, 99, 109, 227, 350 defined, 77, 81, 95, 350
Identity matrix, 9,38
Image, 66, 72, 76, 79-80, 101, 108, 222, 227, 236 243, 246, 350, 355
Improper integrals, 291, 312
Inches, 16, 38
Increasing function, 196, 295, 350
Indeterminate forms, 251, 276
Inequalities, 14, 121, 125-126, 134, 177, 269, 288, 303, 337
absolute value, 125-126
defined, 121, 125, 269, 288
polynomial, 288
properties of, 121, 125, 177
rational, 125, 288
Infinite, 41-42, 78, 85-88, 92-96, 101, 103, 109, 149 155-157, 162-163, 181, 185-186, 192-193, 195, 198-199, 231, 275, 279, 284, 312, 319-344, 347-348, 351-352
geometric series, 322-325, 327, 329-330, 341
sequences, 181, 185-186, 192-193, 195, 198-199, 319, 321-322
series, 284, 319-344, 347-348, 351-352
Infinite sequence, 94
Infinity, 87, 101, 105, 274
Integers, 3, 19, 21, 23, 27-29, 32, 34, 36-37, 43, 46, $52,57,64,87,93,111,118,127,129-130$, $138,152,172,179,342$
comparing, 19, 93
dividing, 36
multiplying, 23
Integrals, 291-292, 296, 306, 308-309, 311-312, 332, 356
definite, 291, 311
divergent, 332
improper, 291, 312
Integration, 291-318
Integration by parts, 312, 318
Interest, 123, 140, 143, 262, 320
Intermediate value theorem, 228-230, 266, 268, 289, 317, 351
Intersection of sets, 352
Intervals, 44, 56-57, 96, 150, 155-157, 160, 257, 261, 346
Inverse, 24-25, 27, 72, 76-79, 84, 267-268, 309, 352
functions, 72, 76-79, 84
Inverse functions, 76, 78
Irrational number, 137, 139, 219, 224
Irrational numbers, 37, 92, 121, 127, 131, 139-140, 180, 248, 296

## L

Length, 142, 157, 159, 229, 241, 302, 323
Limits, 142, 181, 183, 185-188, 191, 199-204, 206, 207-249, 251-252, 254, 256, 274-275, 278-280, 352-353, 356
algebraic, 181, 183, 216, 220, 275
at infinity, 274
existence of, 201
properties of, 207, 226, 230, 251, 274-275
Line, 56, 58-59, 70, 77, 79, 108, 126, 131, 228, 252-253, 323-324, 358
horizontal, 56, 70, 79, 228, 323
of equality, 58
secant, 252
slope of, 252, 323
tangent, 252-253
Lines, 4, 59, 323
defined, 59
parallel, 59
perpendicular, 59, 323
slope of, 323
Location, 284
Logarithmic functions, 274
Logarithms, 196, 276
defined, 196
Lower bound, 131, 133-134, 138-139, 175, 182, 185, 346, 351, 353
Lowest terms, 140, 219-220, 271, 301

## M

Mathematical induction, 33, 87, 111-117, 119, 345, 351, 355
proof by, 112, 355
Matrices, 16
square, 16
Matrix, 9, 38
Maxima, 139, 169, 262
Maximum, 131-132, 135, 138-139, 149, 152, 155, 199, 201, 227, 231, 244, 262-263, 269, 287, 289, 300, 353
Mean, 5, 42, 60, 93, 102, 172, 185, 251, 262-266, 268-269, 272-273, 276-277, 279-282, 286, 289, 308, 311, 320, 338, 346, 353, 355
defined, $60,251,262,269,280,308,320,353$ geometric, 264, 272
Means, 1, 16, 18, 46, 50, 52, 56, 65-66, 76, 78, 80, 85, 90, 93, 96, 104, 107-108, 112, 119, 141, 144, 163-164, 167, 175, 201-202, 295, 332, 354

## Minima, 262

Minimum, 131-132, 135, 138-139, 149, 152-153, 155, 193, 227, 231, 244, 262-263, 266-267, 269, 287, 289, 300, 353
Multiplication, 24, 112, 120-121, 129

## N

Natural logarithms, 196
defined, 196
Natural numbers, $43,87,105,111-112,114,116-117$, 119, 129, 134-135, 140, 171, 182, 196-197, 345, 356
Negative numbers, 143
Newton, Isaac, 291
Notation, 12, 29, 41, 43-44, 49, 55, 65, 67, 71-72, 75, 80, 88, 121, 171, 185, 196-197, 213, 244, 272, 310, 313, 319-320
interval, 44, 55, 213, 272, 310, 313
limit, 171, 185, 196-197, 213, 272, 313, 320
set, 12, 29, 41, 43-44, 49, 55, 65, 67, 71-72, 88, 121, 171, 213
nth root, 229
nth term, 88, 171-172, 329, 336
defined, 88
Number line, 131
Numbers, 2, 12, 15, 17-18, 20, 25, 27-29, 32, 35-37, 42-46, 55-56, 59, 66, 86-87, 91-93, 95-98,
105, 111-170, 171, 176, 180, 182, 185-186,
188-189, 192, 195-199, 202, 224, 237, 240, 248, 280, 292, 296, 301, 319, 326-327, 333, 336-337, 345-346, 348, 354-356, 358
composite, 346
irrational, $36-37,92,121,127,130-131,137-140$, 180, 224, 248, 296, 301
positive, 17, 20, 27-29, 32, 35, 37, 43, 91, 111, 121, 124, 128-129, 135-138, 140-141, 143, 159, 169, 186, 188-189, 240, 301, 327, 333, 336-337, 345
prime, 2, 20, 27-28, 42, 45, 91, 130-131, 135
rational, 27, 35-37, 43, 91, 95, 123-125, 127-131, 135, 137-141, 158, 180, 195, 248, 296, 301, 348
real, $2,12,15,17-18,25,27,29,32,35-36,43-44$, 46, 55-56, 59, 66, 92, 95-96, 111-170, 171, 176, 185, 189, 192, 195, 197, 199, 202, 224, 237, 240, 280, 319, 326, 333, 337, 346, 348, 354-356
whole, 146

## 0

Open interval, 44, 55, 142-144, 150, 236, 261-262, 271, 279-281, 287-288, 342, 354
Open intervals, 96, 150, 160
Ordered pair, 55, 57, 61, 65-67, 84, 100, 129, 354
Ordered pairs, 55-57, 64, 66-69, 75, 78, 81, 84, 100, 108
and functions, 55-57, 64, 66-69, 75, 78, 81, 84, 100, 108
coordinates of, 55
Ordered triple, 65
Origin, 25, 46, 82, 110, 160-161, 165-166, 229
P
Patterns, 1
Perfect square, 27
Perfect squares, 27
Periods, 34
Plane, 2, 46, 59, 63-64, 69-70, 82, 103, 106, 159, 229, 323, 349
Point, 19, 22, 28, 31, 34, 45, 48-49, 55-56, 63-64, 69-70, 72-74, 76, 79-80, 94, 99, 102-104, 108, 110, 130, 140, 142-147, 149, 152, 154-157, 160, 162-167, 180, 193, 198, 205, 207-208, 210, 212-218, 221, 224, 227-228, 231-233, 240-244, 246-248, 251-252, 254, 258-259, 261-266, 269-271, 273, 276-277, 279-282, 284-289, 294, 302, 307, 309, 316, 323, 337, 343, 345-348, 351-354, 356
Points, 48, 70-72, 76, 92, 103, 109-110, 126, 141-146, 148-150, 154, 157, 159-161, 163-164, 170, 180, 193, 203, 207, 213-214, 219-220, 225, 227-229, 232, 247, 252, 258, 263-264, 291, 294, 300, 308, 311, 323, 345-346, 349, 351, 354
Polynomial, 25, 96, 212, 214, 218, 224, 231, 261, 282, 284-288
Polynomials, 25, 96, 124, 128, 214, 280-286, 357 defined, 214, 280
dividing, 124
factoring, 25
multiplying, 124
Positive integers, 19, 21, 27-28, 32, 34, 43, 57, 111
Positive numbers, 29, 137, 143, 186, 188, 327, 333, 336, 345
Power, 93, 95, 99-100, 201, 225, 319, 337-338, 340-343, 352, 355
defined, 95,352
Power series, 201, 319, 337-338, 340-343, 352, 355
Prime numbers, 28, 42, 45
Probability, 68
Product, 23, 27, 36, 56, 61, 82, 90, 98, 105-106, 121, 124, 127, 188, 211-212, 220, 239, 255-256, 258, 260-261, 282, 307, 346
Product Rule, 255-256, 258, 260-261, 282

## Q

Quotient, 121, 124, 211-213, 220, 252, 255, 257, 259,

261, 272, 274
functions, 121, 124, 211, 220, 255, 257, 261, 272, 274
real numbers, 121, 124
Quotient Rule, 255, 257, 259, 261
Quotients, 124, 252-253, 255, 262-263

## R

Radian measure, 110
Range, 66-68, 70-72, 79-81, 84, 108, 171-173, 177, 192, 198, 222, 226, 315-316, 346, 355
defined, 67-68, 70, 81, 222
determining, 66
Ratio, 184, 206, 252, 266, 329-331, 334, 336, 338, 340-341, 355
Ratio test, 184, 206, 329-331, 334, 336, 355
Rational functions, 124-125, 128, 141, 158
defined, 125, 141
domain, 141
Rational numbers, 37, 43, 91, 95, 123-124, 129-131, 137, 139-140, 158, 180, 195, 248, 301
principle of, 140
Ratios, 184, 187, 189
Ray, 110, 229
Real numbers, $12,15,17-18,25,27,29,32,35-36$, $43-44,46,55-56,59,66,92,95,111-170$, 171, 176, 185, 189, 192, 195, 199, 202, 224, 237, 240, 280, 319, 326, 337, 346, 348, 354-355
absolute value, 25, 32, 125-126, 141, 157, 159, 161, 167, 170
complex, 128
defined, $59,95,119-121,125,129,141-142,145$, 159-160, 168, 224, 280, 348, 354
inequalities, 121, 125-126, 134, 337
integers, 27, 29, 32, 36, 43, 46, 111, 118, 127, 129-130, 138, 152
irrational, 36, 92, 121, 127, 130-131, 137-140, 224
ordered pair, 55, 66, 129, 354
properties of, 18, 111, 119-121, 123, 125, 128, 158-159, 163, 169, 171, 319
rational, 27, 35-36, 43, 95, 123-125, 127-131, 135, 137-141, 158, 195, 348
real, 12, 15, 17-18, 25, 27, 29, 32, 35-36, 43-44, 46, 55-56, 59, 66, 92, 95, 111-170, 171, 176, 185, 189, 192, 195, 199, 202, 224, 237, 240, 280, 319, 326, 337, 346, 348, 354-355
Rectangle, 47, 56, 229-230
Rectangles, 293-294
similar, 294
Reflection, 77
defined, 77
Relations, 41, 55, 57-58, 62-63, 65, 67, 100, 121
Remainder, 92, 283-284, 316
Riemann sums, 299
Rigid motions, 103-104
equivalent, 103-104
proper, 103
rotations, 104
three-dimensional, 103
translations, 103-104
Rise, 126, 276, 327
Roots, 96
Rotations, 104
Run, 5, 8, 26

## S

Secant, 252
Secant line, 252
Sequences, 111, 171-206, 207, 209-212, 216, 220, 232, 236, 242, 319, 321-322
converging, 198, 220
defined, 180, 184, 190-191, 193, 196-197, 207 211, 216, 220, 232, 242
finite, 172, 180, 185, 192-193, 196, 198-199, 202, 322
geometric, 322
infinite, 181, 185-186, 192-193, 195, 198-199, 319, 321-322
limits of, 199, 201, 203-204, 207, 209, 211
nth term, 171-172
Series, 201, 284, 286, 319-344, 345, 347-352, 355-357
defined, 320, 331, 345, 347-348, 350-352
geometric, 322-325, 327, 329-330, 337, 341, 350
mean, 286, 320, 338, 355
Set notation, 29, 41, 43, 65

Sets, 5, 41-110, 133, 142-151, 154-157, 161-164, 166, 222, 226, 232, 245-246, 305, 346, 348-349, 352, 354, 358
empty, 45, 48, 50, 52, 54, 76, 91, 109, 144, 147, 232, 349
intersection, 45-47, 49-50, 100, 142, 144-145, 147, $149,154,156,162,166,352$
union, $45,47,49-51,91,95,100,103,106,108$, 144-145, 147, 150-151, 157, 164, 346, 354, 358
Sides, 31, 36, 108, 113, 159, 229-230, 257-258, 323, 343
Signs, 169, 175
Simplify, 52, 181
Slope, 252-253, 309, 323-324
Solutions, 9, 16, 26, 35, 51, 62, 80, 95, 104, 115, 127, $138,147,155,165,179,187,194,203,214$, 223, 231, 238, 245, 259, 269, 277, 286, 297, 306, 314, 325, 334, 341
Spheres, 104
Square, 16, 23, 27, 33, 77, 130, 135, 159, 164, 229-230
Squares, 27
perfect, 27
Statements, 1-3, 5-7, 9, 11, 13-15, 19, 21-22, 28-29, $33,41,44,47,52,128,347-348,357$
defined, 347-348

## Statistics, 68

Subset, 42-46, 48, 50-53, 58, 60, 62, 67-68, 70-74, 81, 83, 87-89, 92-96, 98-100, 103, 106, 109-110, $112,115,124,128,131-133,139-142$, 145-146, 148-152, 154, 156-158, 163-167, 205, 207, 216, 222, 226-227, 229, 231-233, 237, 243-244, 246, 248-249, 299, 308, 345-347, 350, 354-358
Substitution, 340
Sum, 2, 27, 31, 33, 36-37, 82, 97-98, 117, 121, 124, 126-127, 140, 159, 168, 204, 211-212, 241, 292-294, 297, 299, 301, 319-321, 323-329, 334, 336-337, 341, 343, 353-354, 357-358
Sums, 127, 140, 255, 291-293, 295-297, 299,
319-322, 325-328, 332-333, 336-337,
343-344, 348, 351, 354, 357
Symbols, 11-12, 33-34, 44, 55-56, 74, 185, 276
Symmetry, 59
T
Tables, 7, 11, 31, 140
Tangent, 252-253, 264
Taylor polynomials, 281, 283-286, 357
Taylor series, 284, 286, 357
Terms of sequences, 242
Third derivative, 281
Translations, 103-104
Triangles, 59, 323
U
Union of sets, 358
Unit circle, 110, 246
Unit fractions, 138, 140, 301
Universal set, 46-47, 52, 54, 97, 99
Upper bound, 131-139, 141, 152, 175-176, 185, 190, 199-201, 213, 227-228, 241, 295, 346-347, 353, 357-358

## V

Variables, 337
Variations, 49
Venn diagram, 47, 52
Vertical, 56, 70, 108, 241, 323, 358
line test, 70, 358
Vertical axis, 56
Vertical axis, 56
Vertical line, $70,108,358$
graph of, 70, 358

## X

X-axis, 110, 130, 229
$Y$
Years, 104, 120, 273

## Z

Zero, 10, 31-32, 38, 87, 105, 129, 184, 186, 193, 254, 257, 263, 270, 272, 282, 284-286, 321-322, 330, 338, 340, 352
matrix, 38


[^0]:    ${ }^{\dagger}$ Sentence (e) is known as the Goldbach conjecture after the Prussian mathematician Christian Goldbach, who made this conjecture in a letter to Leonhard Euler in 1742. Using computers it has been verified for all even numbers up to $10^{14}$ but has not yet been proved for every even number. For a good discussion of the history of this problem, see Hofstadter (1979). Recent results are reported in Deshouillers et al. (1998).

    * It may be questioned whether or not the sentence "It is windy" is a statement, since the term "windy" is so vague. If we assume that "windy" is given a precise definition, then in a particular place at a particular time, "It is windy" will be a statement. It is customary to assume precise definitions when we use descriptive language in an example. This problem does not arise in a mathematical context because the definitions are precise.

[^1]:    ${ }^{\dagger}$ Some authors use "equivalent" or "set equivalent" instead of "equinumerous."

[^2]:    ${ }^{\dagger}$ Our argument has used the axiom of choice in a subtle way. See Section 5.

[^3]:    ${ }^{\dagger}$ The remainder of this section may be omitted on a first reading.

[^4]:    ${ }^{\dagger}$ For a constructive approach to developing the real numbers from the rationals, the rationals from the natural numbers, and the natural numbers from basic set theory, see Henkin and others (1962), Stewart and Tall (1977), or Hamilton (1982). See also Exercises 1.33, 2.13, and 2.14.

[^5]:    ${ }^{\dagger}$ In some advanced texts the set $N(x ; \varepsilon)$ is called an $\varepsilon$-neighborhood of $x$, and a neighborhood of $x$ is defined to be any set that contains an $\varepsilon$-neighborhood of $x$ for some $\varepsilon>0$. Since we shall not need this more general notion, we shall use the terms " $\varepsilon$-neighborhood" and "neighborhood" interchangeably.
    $\ddagger$ Some authors use the name "punctured" neighborhood instead of "deleted" neighborhood.

[^6]:    ${ }^{\dagger}$ Some authors use the name "limit point" or "cluster point" instead of "accumulation point."

[^7]:    ${ }^{\dagger}$ This section is optional.

[^8]:    ${ }^{\dagger}$ For example, see Lay (2012), page 380, or Rudin (1976), page 16.

[^9]:    ${ }^{\dagger}$ Some authors use braces as in $\left\{s_{n}\right\}$ instead of parentheses to enclose the terms of a sequence. The notation used here emphasizes that the sequence is an ordered set and distinguishes it from the range $\left\{s_{n}: n \in \mathbb{N}\right\}$. See Example 4.1.1(a).

[^10]:    ${ }^{\dagger}$ Some authors refer to an increasing sequence as "nondecreasing" and reserve the term "increasing" to apply to a "strictly increasing" sequence: $s_{n}<s_{n+1}$ for all $n \in \mathbb{N}$.

[^11]:    ${ }^{\dagger}$ We have previously used $S$ to represent the sequence itself. We now use $S$ to represent the set of subsequential limits of the sequence. The context will make it clear which is intended.

[^12]:    ${ }^{\dagger}$ This section may be skipped, if desired, since it is not used in later sections.

[^13]:    ${ }^{\dagger}$ This characterization of continuity is taken as the definition of continuity in abstract topological spaces that do not have an associated metric.

[^14]:    ${ }^{\dagger}$ We remark in passing that there exist functions that are continuous for all real $x$ but have a derivative at no points.

[^15]:    ${ }^{\dagger}$ L'Hospital's rule was first published in 1696 in the calculus text Analyse des infiniment petits by the Marquis de l'Hospital, but the rule was first established by the Swiss mathematician Johann Bernoulli two years earlier. In return for a regular salary, Bernoulli had agreed to send his discoveries in mathematics to the wealthy French marquis, who could do with them as he wished. As a result, one of Bernoulli's significant contributions to mathematics has come to be known as l'Hospital's rule. See Boas (1986) for a related discussion.

[^16]:    From Chapter 7 of Analysis with an Introduction to Proof, Fifth Edition. Steven R. Lay. Copyright © 2014 by Pearson Education, Inc. All rights reserved.

[^17]:    From Glossary of Analysis with an Introduction to Proof, Fifth Edition. Steven R. Lay. Copyright © 2014 by Pearson Education, Inc. All rights reserved.

