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PREFACE 

The occasion for this work was provided by the recent Marxist-Leninist 
philosophic pUblications on problems involving the term 'information' 
and by the extensive discussions of ideas originating in cybernetics. Thus, 
the issues are quite recent, which explains some peculiarities of our ap­
proach. Our main effort has been toward the clarification and systematiza­
tion of questions on information, which arise in the context of cybernetics. 
Where basic questions are involved, one is brought back to traditional 
issues as is often the case when dealing with a novel subject. Stress on 
questions drawn from physics is due to the author's professional involve­
ment in this field. 

This work was written under the direction of Professor J. M. Bochenski, 
principally in the context of a special program at the Institute of East­
European Studies of the University of Fribourg (Switzerland); a program 
carried out by Professor Bochenski with the collaboration of Dr. S. 
Muller-Markus. Participation in the special program was made possible 
by a grant from the West German 'Innenministerium'. Completion of the 
work was subsidized by the Bundesinstitut fUr ostwissenschaftliche und 
internationale Studien in Cologne. Our thanks go to these persons and 
organisations, who are in no way responsible for the content of the work. 

Givisiez, May 1967 



TRANSLATOR'S NOTE 

Although we have made use of the works of Cherry and MacKay, cited 
in the bibliography, our translation of many terms may still seem some­
what arbitrary to some readers. The explanation for this is threefold. 
First, as MacKay himself states, there is as yet no general agreement 
among cyberneticians on a standard nomenclature. Second, the present 
work involves many double translations, from Russian to German to 
English - which could only confuse matters. Finally, the stress in this 
book is on the philosophical rather than the technological. This last 
difficulty is compounded by the fact that many different philosophical 
views are in evidence: the 'scientism' of the cyberneticians; the dialectical 
materialism of contemporary Soviet philosophy; and, last but not least, 
the views of the author of this book. 

'Information situation' is a term not usually found in works on cyber­
netics; it is intended here to include the whole context or environment in 
which information occurs. For 'Informationstriiger' we have used 'infor­
mation carrier', instead of 'information bearer', found in some works. 
For' Vertretenes', the best we could find was 'designatum' (Cherry suggests 
this, but also 'referent'). For euphonic reasons we have used 'information 
content' and 'information measure', instead of the more usual 'content 
of information' and 'measure of information'. 

'Soderzatel'nyj (inhaltlich), has been rendered as 'contentful' or'in­
formal', depending on the context. 'Zakonomernyj (gesetzmiissig)' is 
usually translated as 'regular', although 'law-bound' was more appropriate 
in some instances. 

Chapter 16 was translated by the author; a modified version was 
published in Studies in Soviet Thought 8, 2/3, 105-121, under the title 
'Problems of Information in Dialectical Materialism'. 
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INTRODUCTION 

Questions about information have arisen in the context of cybernetics 
and what is called information theory. But they have also come up in the 
most diverse contexts. One often hears information theory mentioned in 
reference to the natural and social sciences, and in technology. As a 
result, there are many meanings - some technical, some from ordinary 
language - for the term 'information'. And this ambiguity brings with it 
a whole series of problems. 

Information is a widely discussed theme among Marxist-Leninists. The 
discussion is explicitly philosophical, information being interpreted in 
function of a central theme of Marxism-Leninism, namely the doctrine 
of reflection. The answers given to questions on information and other 
cybernetic notions evidence a refreshing variety. 

Therefore, our first part deals with the various meanings of the term 
'information'. This requires a discussion of the relationship between lan­
guage and information and of various other aspects of information theory. 
The second part provides an account of the dialectical-materialist doctrine 
of reflection, the context for the Marxist-Leninist discussion on informa­
tion. The third part discusses the problems about information as posed 
and treated by Marxist-Leninist philosophers. 

But first we will deal with some preliminary considerations. These in­
volve a description of cybernetics and some answers to the question "What 
is information?" (Chapter 1). They also provide the general background 
(Chapter 2) for the Marxist-Leninist discussion of 'information'. 



CHAPTER 1 

CYBERNETICS AND INFORMATION 

Since most of the recent questions having to do with information 
arise in the context of cybernetics, we will begin with a description 
of this domain which is both scientific and technological. We will also 
deal with the reasons why cybernetic ideas and procedures have given 
rise to controversies. Finally, we shall mention some views on in­
formation itself, thereby indicating the variety of possible opinions on 
the subject. 

1.1. ON CYBERNETICS 

Cybernetics was christened in 1948 with the publication of Norbert 
Wiener's Cybernetics, or Control and Communication in the Animal and the 
Machine. 1 Of course, many of the procedures and theories which are 
today considered part of cybernetics (e.g., data transmission, control 
theory) had been developed prior to this time. Among other things, 
Wiener pointed out that certain neural processes and automatic control 
processes (as well as the breakdowns of the former and the latter) can be 
mathematically and structurally represented by the same formulae. He 
later included social processes in comparisons of this kind, although with 
some reservations.2 Such are the domains in which cybernetic notions 
have come to play an ever greater role. 

What cybernetics is cannot be expressed in a few words simply because 
it is not clear what is to be included in the field and what justifies col­
lecting the theories and processes that might be included under a common 
title. Here it will be enough to indicate that cybernetics deals mainly with 
control processes and with the reception, transmission and processing of 
messages in complex, dynamic systems, whether they be technological 
systems, animals or social systems; and this is done with the help of 
exact scientific methods. Accordingly, 'messages' has to be taken in its 
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most general sense, viz. as processes or things with particular structures 
which playa role in these systems. 

Technologically cybernetics involves the development of automatic 
devices which take over repetitive functions or those which exceed the 
normal capacities of man. At the same time cybernetic machines model 
the functional aspects of organic (especially neural) processes and the 
comportment of living systems (including man's intelligent activity).3 

This means that the simultaneous consideration of problems from very 
different domains is characteristic of cybernetics. In dealing with them 
one abstracts from the qualitative differences between these domains and 
the physical conditions are only marginally considered. Cybernetics is 
interested not so much in what kind of system is involved as in the 
functional, operational and behavioristic points of view. Cybernetic 
theories deal not only with existing devices and their properties but also 
with possible machines and their potentialities. Attention is centered 
mainly on the stability of the processes involved in such systems, on the 
constancy and limits of their functions, in short, on the optimal variants of 
these systems.4 

In order to find exact and especially mathematical answers to these 
questions, the systems have to be submitted to a suitable analysis. For 
this purpose theoretical cybernetics develops and studies abstract models 
in simplified form. Often the models thus developed are not directly 
realisable from a technical point of view. This is because technical reali­
sation involves a series offactors (e.g., safety measures or reliability) which 
depend on the current state of technology. We find the same to be true of 
all theoretical branches of cybernetics, and of information theory. It is 
the technical-economic point of view rather than the theoretical one 
which is decisive for all the devices actually used. 

1.2. THE GENERAL DEBATE ABOUT CYBERNETICS 

The discussion centered around cybernetics has developed mainly along 
two different lines.5 On the one hand, decisions have to be made on the 
far-reaching social effects of the employment of cybernetic devices and 
on solving the resultant problems. On the other hand, there are extensive 
discussions on the limits of automation and of the machines themselves, 
and on the value of cybernetic ideas for the explanation of biological, 
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mental and social processes. The most frequently mentioned problem in 
this context has to do with whether or not computers can 'think'. 

The terminology used in cybernetics has provided fuel for such dis­
cussion in that it leaves room for massive associations. Several gross 
simplifications in some cybernetic theories have aroused criticism.6 Such 
discussions are also caused by general and sometimes speculative state­
ments by cybernetic theoreticians and technicians about the future of 
cybernetics, its synthesizing character, the applicability of its exact 
methods in the human and social sciences, etc. Misunderstanding, on the 
other hand, of the novel ideas and procedures involved has frequently 
led to a direct rejection of cybernetics. 

Before embarking on any speculation one has to have stated what fac­
tually happens in computers and what precisely is said in cybernetics. 
Only then can one examine these statements and their premisses and put 
them into a context with statements from other domains of science. For 
example, a question about the 'thinking of the machine' is difficult to 
answer in this naive form. Cybernetics makes possible an exact descrip­
tion of the activities of the nervous system, which enables one to develop 
technical models for intelligent comportment and mental expressions. 
But, if one means by 'thinking' mental activity involving images, con­
cepts, questions, memories, etc., the question has to be answered nega­
tively. 

1.3. ON THE QUESTION: WHAT IS INFORMATION? 

Information theory (or communication theory) is one of the most im­
portant sub-divisions of cybernetics. In speaking of complex dynamic 
systems one says that they receive information, process it and use it to 
control their functions, that information is transmitted, etc. 'Information' 
is the term which indicates the common level on which cybernetics deals 
with qualitatively distinct processes; but, it is also the cause of the 
broad associations mentioned above. Our main effort here will be to 
deal with the question "What is information?". The ambiguity of the 
term means that there is no simple answer. 

By 'information' cybernetics designates a special type of process. This 
can be seen if one compares it with other branches of technology. There 
is a technology of energy and of matter. There is a distinct technology of 
transformation. These serve as preparation for a tool technology which 
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uses the laws of mechanics. To be sure, cybernetics also produces 'tools'. 
However, these 'tools' do not take over manual (human) work, but 
chiefly mental labor. And these devices are mainly made up of electro­
magnetic and electronic elements. This new domain is often called 'infor­
mation technology'. 

Among the answers to our question we find that of Wiener: "Infor­
mation is information, not matter or energy. No materialism which does 
not admit this can survive at the present day." 7 This is a purely negative 
statement. His other utterances often have a mixed character. For 
example, he sometimes talks as if one can imagine the world as composed 
of schemata or patterns which are distinguished simply by the arrange­
ment of their elements. Information in such a case would be the measure 
of the regularity of a schema (pattern), especially a time series since it is 
clear that a purely chance pattern can provide no information.8 

This last point seems to be really plausible. However, Wiener is re­
ferring here to measure as defined in statistical information theory and 
basic to this conception of measure is the notion that only 'random' 
messages provide information.9 No clear answer to our question is pro­
vided because of inexact use of words like 'regularity', 'order', 'chance', etc. 

The fact that one finds so many different meanings for the word 'infor­
mation' has led some to suggest that it is an irreducible term.10 For 
example, H. Stachowiak says: "The difficulties in finding a substantive 
definition for the concept of information seem to indicate clearly that 
'information' is a basic concept (Grundkategorie)." 11 

D. M. MacKay has noted in a similar vein that" 'amount of informa­
tion', actually in more than one sense, can be given numerical meaning", 
like the term 'size' has "the quite different but complementary senses of 
volume, area, and length - if not others." 12 He suggests an 'operational 
definition' as a way of providing a common denominator of the possible 
information measures: Information is that which enables the information 
receiver to form a representation of something which is factually or hypo­
thetically the case, or which expands such a representation. In his view 
information theory measures changes in knowledge and knowledge can 
be represented.13 

'Information' taken as change in knowledge obviously derives from 
ordinary language and not directly from information theory. It is 
difficult to describe the mathematically defined measure, 'amount of 
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information' or 'information content', in ordinary terms. "'Information 
content' is not a commodity, but rather a potential of the signals" is 
C. Cherry's way of putting it; one can grosso modo compare it with the 
economist's concept of labor.14 

Clarification of our question requires as minimum that the ordinary 
meanings of the word 'information' be separated from those used in in­
formation theory. J. R. Pierce notes in this regard that communication 
theory cannot be applied to all problems which use the words 'communi­
cation' and 'information' in their varied, everyday meanings. It deals 
solely with certain aspects of communication, just as Newton's laws of 
motion did not deal with all phenomena which were included in Aristotle's 
use of the word'motion'.15 

1.4. TWO PHILOSOPHIC VIEWS ON INFORMATION 

The question "What is information?" has also become the object of 
philosophic consideration. We will limit ourselves here to two works 
which are frequently treated by Marxist-Leninist philosophers. Both are 
branded as 'idealistic' accounts of information. Since these philosophers 
do not go into detail in this matter, we shall only sketch the main points 
made in these works. 

1.4.1. The Ontic Mode of Aristotelian Forms as the 
Ontic Mode of Information 

E. Wasmuth has discussed the question on an Aristotelian and Christian 
basis. He agrees with Wiener that in cybernetics "materialism has found 
its last victory and turning point".16 In developing his views he distin­
guishes various dimensions which he calls 'time-relationships.' Processes 
in machines happen in the first dimension, i.e., in continuous time-flow, 
and are themselves members of an endless time-series; they are 'time­
forms'.17 Only the future decides on the value of the results of the 
mechanical processes. Manifest in this evaluation is, for Wasmuth, a 
second time-relationship which intervenes to order the first and which is, 
as it were, information from the future.1S 

Wasmuth therefore sees information as a time-relationship in a 
dimension other than but added to that of continuous time-flow, or as 
product of the two time-relationships.19 Information is not just the effect 
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of causes; it is more the actualization of 'incipient paradigms' (Goethe's 
rendering of 'entelechy'), existing ontically as Aristotelian forms.20 The 
evaluation - a decision - of computer operations is for Wasmuth com­
parable with creation - a division - through the divine word.21 This 
comparison leads Wasmuth on to the further notion that religious 
paradigms, which men use to 'inform' themselves and to order their lives, 
can be seen as a third form of time-relationship - time as eternity.22 

This outline shows that Wasmuth uses information as an analogical 
concept, applying it to different realms of being, the components of which 
may, apart from physical causality, determine concrete operations and 
processes. He retains Wiener's notion of information as a 'time-form' by 
viewing the effects of different components as effects in different 'time­
relationships'. In reference to the question on the ambiguity of'informa­
tion' this means that one characteristic of the processes, which are called 
'information processes' in cybernetics, is attributed to other processes 
which he also calls 'informational' but which do not have this char­
acteristic. 

1.4.2. Information as Third Ontic Element 

Another interpretation of information is provided by G. GUnther. This 
is based on a very speculative, transcendental view but it is not clearly 
developed.23 He maintains that information and communication proces­
ses are not just not material processes but also not mental phenomena. 
This is why he expands Wiener's remark by adding: "Information is in­
formation and not spirit or subjectivity."24 For cybernetic purposes one 
has to do with three metaphysical components of reality: the 'objective, 
transcendent object', the 'information element', and the 'subjective, in­
troscendent self-consciousness'.25 GUnther's conclusions from this are 

\ 

far-reaching. 26 The assumption of only two components of reality -
materiality and spirituality - is based on a simplification since there is 
always a remnant which cannot be assigned to either and which cyber­
netics designates with the word 'information'. The very foundations of 
our thought - classical, two-valued logic as corresponding to a meta­
physical dualism - are shaken. We must turn to a logic with at least three 
values.27 

This revolution in thought, which began with transcendental idealism 
and which today finds technical interpretation in cybernetics, does not 
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destroy what classical thought accomplished in the objective domain.28 

What counted up to now as the subjective sphere, however, now divides 
into two domains: the 'information-producing reflection-process' and the 
'purely subjective, introspective interiority'.29 GUnther calls 'reflection­
process' or simply 'process' that third component 30, to which he assigns 
the third value of a non-Aristotelian logic and which he tries to interpret 
as a mediation of opposites. He holds that precisely in cybernetics "one 
takes seriously Hegel's idea that reflection is a real process, by systemati­
cally trying to transpose processes of consciousness in analogical form 
onto machines." 31 

We will not go into the details of GUnther's views. However, two 
things should be clear. (1) Whether there are two or three metaphysical 
principles has nothing to do with the use of a two or three-valued logic. 
Metaphysical principles are, like any other things, objects (contents) of 
propositions, while the logical question has to do with the number of 
possible truth-values for propositions. Whether one is talking about two 
things or three, one still has to decide if there are truth-values in addition 
to 'truth' and 'falsity'. (2) GUnther's speculations on three metaphysical 
elements stand only if information processes can be interpreted as 
autonomous. Otherwise his assertion of the "metaphysical autonomy of 
the reflection process" 32 is without foundation. Technological information 
processes, however, are always dependent on men.33 



CHAPTER 2 

MARXISM-LENINISM AND CYBERNETICS 

Our later discussion of dialectical-materialist handling of problems of 
information will go into detail on many of the questions which we will 
only touch on here. These general considerations provide the back­
ground - both historical and systematic - for an understanding of the 
importance of the discussion on information in the Marxist-Leninist 
world. 

2.1. ON THE RELATIONSHIP BETWEEN DIALECTICAL 

MA TERIALISM AND THE SCIENCES 

Contemporary Marxism-Leninism devotes a large amount of time to the 
discussion of sciences, especially the natural sciences. This is particularly 
the case in the Soviet Union where the official monthly Questions of 
Philosophy, carries as many titles under 'Philosophical Questions of Na­
tural Science' as it does under 'Dialectical Materialism' or 'Historical 
Materialism and Scientific Communism'. One of the reasons for this 
great attention to natural science has to do with Marxism-Leninism's 
understanding of itself. It claims to be the sole scientific world-view, 
serving to interpret systematically all the results of the natural sciences. 
Very important is the fact that Marxist-Leninist philosophy - dialectical 
and historical materialism - and the sciences enrich each other: the 
results of the natural sciences can be interpreted only on the basis of 
dialectical materialism and, on the other hand, the natural sciences con­
firm dialectical materialism. It is even claimed that the latter supplies a 
general methodology for scientific investigation. Philosophical proposi­
tions and categories result from the generalization of scientific proposi­
tions and categories. 

That this harmonisation of science and Marxist-Leninist philosophy is 
not quite as easy as such statements might make it seem, is shown by the 
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unsteady development of philosophy in the Soviet Union. Philosophic 
problems of science - especially of the relation of science to philosophy -
have always played a role in this development which will not be described 
here in detail.a4 The difficulties met in carrying out this program gave rise 
to a recent discussion in the aforementioned journal as to the justifiabi­
lity of a distinct philosophic discipline to be called the 'dialectics of 
nature'. The discussion was ended by a position paper in the journal 
Kommunist, which rejected the proposed discipline and admonished 
Soviet philosophers to get back to carrying out the traditional pro­
gram.a5 

There are some other matters which will influence our later discussion. 
The classics did not bequeath a systematic and consistent doctrine to 
Marxist-Leninist philosophers.a6 Their statements are often open to 
several interpretations. Both protagonists in a conflict can find equal 
support in them. Thus, Engels, who decisively influenced the dialectical­
materialist handling of problems of science, sometimes took a positivist­
scientistic position, sometimes a dialectical-speculative one. But, he 
rejected all 'old metaphysics'. 'Metaphysical' here generally means 
'mechanistic' and designates the opposite of'dialectical'. 

Such contradictory factors contributed to the famous discussion 
between the 'mechanists' and the 'Deborinites', both of whom were con­
demned by Stalin. a7 We will limit ourselves here to indicating the charac­
teristic doctrine of the mechanists: all phenomena can in principle be 
reduced to the physical-chemical level ; the qualitative can be reduced to 
the quantitative. This doctrine was condemned as 'reductionism' or 
'vulgar materialism' in 1929. A. M. Deborin's followers dealt mainly with 
Hegel, spoke for the necessity of having a philosophic system, defended 
the supremacy of philosophy over science, and opposed reductionism. 
Their condemnation in 1931 as 'mensheviking idealists' (they stressed the 
dialectical over the material) was more of a political matter. There 
remained - as the strongest trend - the 'orthodox' line which tried to 
bring the dialectical and materialist elements into harmony. 

Philosophizing in the Marxist-Leninist world has significantly changed 
since then.as Confrontation with new problems has disturbed the old 
Party philosophy and led to diversity of views, especially in the fringe 
areas. Philosophic problems of science fall into the category of fringe 
area. 
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2.2. REJECTION AND ACCEPTANCE OF CYBERNETICS 

The inclusion of cybernetics in Marxism-Leninism has confronted the 
philosophers and, in particular, the ideologists with some peculiar 
problems.39 As late as 1954 the ideologists were strongly rejecting cyber­
netics as tool of the reactionaries of bourgeois sociology and psychology, 
of idealist philosophy, of capitalism and its destructive goals;40 it is a 
pseudo-science, the modern form of mechanism.41 This officially 
sanctioned position of the ideologists gradually met the opposition of the 
scientists who knew more about the real state of affairs.42 It would 
be "an error to suppose that our opponents occupy themselves with a 
senseless endeavor, that they spend enormous sums ... just to be able to 
discredit Pavlov's teaching and to sneak idealism and metaphysics into 
psychology and sociology."43 

The retreat of the ideologists began around 1956. Their negative stand 
was explained as a misunderstanding due to their ignorance and to 
their being confused by Western sensationalism. The pressure of tech­
nological and economic needs played no small role in this change of 
heart: the Party program of 1961 calls for "broad application of cyberne­
tics".44 

More than in other parts of the world 'cybernetics' has become in the 
Soviet Union a sort of slogan and a designation for the most diverse types 
of research. The Soviets study not only cybernetic problems in the strict 
sense but also favor the study of philosophic questions of cybernetics. 
Many Western publications in the field are translated into Russian. 
Because of its exact methods, cybernetics is considered as closely related 
to the natural sciences. 

The philosophic importance of cybernetics is viewed in the context of 
the conflict of world-views: "Cybernetics rigorously frees all phenomena 
and processes of living nature - including the complex and difficultly 
understandable phenomena of instinct, consciousness, adaptation -
from mysticism, teleology and idealist notions, and thereby strikes a 
mortal blow at all forms of idealism." 45 It is further claimed that cyber­
netics has to be "considered as one of the most striking scientific con­
firmations of dialectical materialism that there has ever been."46 Cyber­
netics has "dialectical materialism as basis, and needs dialectical materi­
alism".47 It confirms the "view of the universe as a connected whole, ... , 
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the unity of matter and its attributes, and above all the property of 
reflection." 48 

2.3. ON THE PHILOSOPHIC PROBLEMS OF CYBERNETICS 

It is understandable that the philosophical publications of the period of 
transition from rejection to acceptance of cybernetics dealt mainly with the 
basic notions and methods, and with the applicability and utility thereof. 
Two collective works were devoted to these preliminary tasks.49 The 
main concern of the philosophers was to show that despite its very general 
methods, cybernetics is rather a science than a philosophy in com­
petition with Marxism-Leninism. They tried to show that cybernetics 
deals with various systems and processes but from a limited viewpoint. In 
this connection many definitions were proposed for cybernetics, most of 
which approximate that of Wiener. 50 

It also had to be shown that despite the applicability of its methods in 
the most diverse domains, cybernetics is not guilty of 'reductionism' and 
is not a resurrection of mechanism. This was accomplished by pointing 
out that cybernetics abstracts to a large extent from qualitative differences 
but does not deny that there are such differences between various systems. 
In these early years, more specific problems were only mentioned. It was 
these which became the center of the philosophical discussion in the 
later period. 51 As elsewhere the question on 'thinking machines' drew a 
lot of attention. 52 

As of now (1967), the philosophic works on cybernetics within the 
framework of dialectical materialism outnumber those in the confines of 
historical materialism: the latter is more of a particular doctrine about 
society, whereas dialectical materialism is the more general portion of 
Marxist-Leninist philosophy. As concerns sociological aspects of cyber­
netics, one often finds the assertion that cybernetics can fully bloom only 
under Communist conditions; under capitalism it can only lead to chaotic 
unemployment. 53 It is further stressed in works on the history and origin 
of cybernetics that it did not arise out of nothing. Rather it is the necessary 
result of the dialectical laws of historical development. What is more, 
Soviet scientists have made basic contributions to its development. 54 

Obviously we have to do here with more justifications of cybernetics. 
It is becoming more and more the case that cybernetic notions are used in 
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the presentation of the social formations and processes discussed in 
historical materialism. 

Our present exposition, however, will concentrate on problems be­
longing to dialectical materialism. This is a domain which, at least 
initially, falls into a fringe area where philosophizing is relatively free. 
The dialectical elements are quite incidental although there are attempts 
to use cybernetic facts to illustrate the so-called 'laws of the dialectic'. 
This generally leads to saying obscurely what had already been expressed 
undialectically. Homeostasis is 'the unity and conflict of stability and 
change': in the communication process there is a 'unity and conflict of 
information and noise': the applicability of statistical methods to control 
and information processes shows the 'dialectical unity of necessity and 
chance'. 55 Such formulations clearly convert mere characteristics of 
processes into causal factors. What is more, the 'law of unity and conflict 
of contraries', which is abstracted from social phenomena and used to 
explain their progressive developments, is here applied to phenomena 
which do not undergo the same kind of development in the sense of 
progress. These are examples of the effort to follow doctrine in bringing 
materialism and dialectic into harmony and in showing that there are 
dialectical contradictions everywhere. 56 

Most writings on philosophic questions of cybernetics try to find 
dialectical-materialist explanations for the propositions, concepts and 
methods of this domain. This activity is influenced by the general ques­
tion of the relation of philosophy and science, as we mentioned above. 
And it is in the context of this general question that the nature of in­
formation comes to have a great importance. The large number of 
possible conceptions of information has opened the door to many 
problems. We will later deal in detail with the dialectical-materialist 
handling of some of these. 

The basic thrust to the discussion was provided by Wiener's remark, 
which has been richly commented on by the Marxist-Leninist philoso­
phers.57 Since its translation in 1958, Wiener's book is certainly known 
to every Soviet who deals with cybernetics. However, Wiener's remark 
is defused for them by saying that 'materialism' here can only mean vulgar 
materialism but not dialectical materialism. 58 

Some Soviet philosophers have also become familiar with Wasmuth's 
interpretation of information. His attempt is rejected as 'idealism' since 
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he completely separates information from the material world and makes 
it the property of an immaterial, spiritual substance. 59 A few Soviets have 
become familiar with the views of Gunther.60 These, too, are rejected as 
'idealist'. According to dialectical materialism there is only matter and its 
properties and products; there is no spiritual component, nor can there 
be a 'third metaphysical component' of reality. 

The assertion that cybernetics confirms dialectical materialism also 
plays a role in the interpretation of 'information': "In the contemporary 
doctrine on information one can see a concretisation of the Leninist 
thesis on the property of reflection which is related to sensation and is 
present in all matter." 61 Since the 'theory of reflection' is dialectical 
materialism's epistemology, it might seem that information involves 
mainly problems of theory of knowledge. However, it is precisely the 
Leninist thesis that opens the door to ontological and natural philoso­
phical considerations. 

One can see the importance that speculation on 'the nature of infor­
mation' has gained from the fact that there are suggestions that 'infor­
mation' be raised to the rank of a philosophic category.62 Opponents of 
this view fear, however, that this would elevate cybernetics to the level of 
a philosophy, thus creating a special 'dialectics of nature'. The philoso­
phic table of categories is not to be enriched simply by swallowing up 
scientific concepts. "Conversion of information into a philosophical cate­
gory and use of it to replace the category of reflection is not progress but 
regress."63 Yet others are disturbed by this view: it is clear that some 
philosophers are ignoring new trends and problems; no one is trying to 
'replace' philosophic categories with scientific ones; but it would be a 
shame to leave the development of these new domains to the positivists, 
neo-Thomists and bourgeois idealists. 64 



PART! 

INFORMATION 



The question "What is information?" leads directly to a discussion of the 
various meanings of 'information'. We will take these up here in a 
systematic way. 'Information' has a definite meaning only in a determined 
context. We must, therefore, describe the contexts. These are somewhat 
interconnected - a fact which aids in the discussion. 

Our systematizing notion is therefore quite simple: the term 'infor­
mation' is first given a definite meaning in the context of human speech 
(Chapter 4). Linguistic processes are structured. Such structures can be 
described with the use of the formal and mathematical methods of 
information theory. Information theory along with a few other ideas of 
cybernetics forms the second context, within which 'information' can have 
different meanings (Chapter 5). The information measures and descriptive 
tools used in information theory admit of several interpretations. We will 
deal with some of them (Chapter 6). However, information theory is, in 
a stricter sense, a signal theory. This part will end with a consideration 
of what this signal theory talks about (Chapter 7). All of this is introduced 
by a brief discussion of the origins of the word 'information' and of its use 
in ordinary language (Chapter 3). 



CHAPTER 3 

PRELIMIN ARIES 

3.1. ON THE ORIGIN OF THE WORD 'INFORMATION' 

In Latin 65 'aliquid informare' originally meant to form, to shape, etc. 
'Informatio', therefore, indicated the activity of giving form to some­
thing. 

In a fignrative sense 'aliquid informare' also means to form an image 
or representation of something, i.e., to imagine something (sich etwas 
vorstellen). In reference to the result of this imaging, then, 'aliquid 
informatum habere' means to have an image of something. The orig­
inal and derived meanings of 'informare' have this in common -
that an image of someone or something is designed, presented, depict­
ed. 

Accordingly, the word 'informatio' means image, derivatively rep­
resentation and concept - both meanings being rooted in the notion of 
forming, plus the more specialized meaning of explanation or interpreta­
tion. 

Finally, 'informare' can mean to educate or instruct. This is why 
'informatio' had the sense of instruction in medieval Latin.66 

In ancient French the word 'information' was used in the singular, 
'une information', to mean both the process of collecting and ordering 
facts in an investigation, and the result, the legal document.67 All con­
temporary meanings of 'information' derive from the medieval and early 
French usages. 

This brief survey shows three distinct domains where the word 'in­
formation' is used: (1) the domain of external form-giving; (2) the spirit­
ual realm of instruction, of the collection of knowledge and of being­
informed; (3) the external domain of linguistic expression, inscription or 
representation. 'Information' can mean either the activities involved or 
the result or content of these acts. 
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3.2. 'INFORMATION' IN ORDINARY LANGUAGE 

In ordinary language 'information' means knowledge, details, 'news', in­
struction. We will point out some conceptions that generally accompany 
the usage of this term in ordinary language. First of all it should be noted 
that information is used more often for the content of communication 
processes than for the process of informing or being informed. 

Most of the ordinary usages are based on the idea of a world inhabited 
by single things; many stress human operations with the things: "A 
letter or newspaper contains information" 68, "information is lost", "one 
has information, passes it on, or withholds it". The reference to things or 
actions makes such expressions concrete. But the linguistic formulation 
can allude to many other representations and thereby gain in vividness. 
For example, in the phrase 'information spreads', information is con­
ceived along the lines of a fluid. 

Already in ordinary language 'information' is taken in the sense of 
something that can be accumulated and added, as in 'more information 
is needed'. The idea underlying this quantitative mode of expression is 
made more precise in information theory. 

All the everyday expressions - especially those like 'to receive infor­
mati on', 'to have information' - show that information is always bound 
up with knowledge of some kind, more exactly with/actual knowledge: 
'to have information on an occurrence' and 'to be enabled to know about 
it' are the same; and 'to have information about a state of affairs' is the 
same as 'to know about a state of affairs'. 

In ordinary language 'information' is always connected with a human 
situation, with a communication situation.69 It is always men who are 
informed and from whom, if only indirectly, one receives information. 
Since in a communication situation the giving or receiving of information 
is a conscious human act, information is at least implicitly related to 
human consciousness. This is already indicated in the extensive synony­
mity of 'information' and 'knowledge'. Because of this reference to 
human consciousness, an uncritical use of 'information' in non-human 
domains can lead to an erroneous anthropomorphism and to psycholo­
gismo 

Wherever, therefore, 'information' is used in its ordinary sense, it is 
accompanied by elements of concreteness in the form of analogies to 
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things and actions, of relations to men with consciousness and the ability 
to know, and of quantitative aspects. 

3.3. FORMAL ANALYSIS OF STATEMENTS ON 'INFORMATION'; 

THE INFORMATION SITUATION 

In discussing the ordinary uses of 'information' we used expressions 
which have - as is frequently the case in ordinary language - an elliptical 
form. It is worth looking at how these are to be completed and how these 
are abstracted from the complete propositions. Each elliptical expression 
first has to be grammatically completed. However, they have to be 
completed also in reference to the whole information situation, to which 
they refer. This is a completion as to content and could extend ad in­
finitum since it involves a description of the information situation in all 
its detail. Such completeness is not our goal here. 

A description of the real situations however, will make it possible to 
develop and designate different types of propositions on 'information'. 
The basic schemata of the propositions differ depending on how an 
information situation is viewed and expressed. For example, they can 
relate to the whole information process or to states of the different 
members of the information situation. In what follows we take into 
account both the formal and intensional aspects. 

3.3.1. Preliminaries on the Information Situation 

In the information situation one must distinguish at least four factors: the 
sender A, the receiver B, the means m and the object e of information. 
Therefore, an information situation is a relation with at least four terms70, 

where the four factors appear as arguments. However, the completed 
propositions about 'information' can be expressed in two ways: 

(a) by means of a relation with five terms if information I is con­
sidered to be a fifth, 'independent' factor of the information situation; 

(b) by means of a relation with four terms if 'informing' - or another 
expression containing information - is used as predicate. 
This will become clearer in what follows. 

3.3.2. Statements about the Communication Partners 

(1) Information process. The following is a typical statement about 
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the whole process in an information situation: 'B receives from A in­
formation I about e by means of m'. The distinction indicated above 
comes into play in that the formal presentation of this statement involves 
either a five-place predicate P which means 'receives' or a four-place 
predicate PI which means 'receives information' or 'is informed'. There 
are then two types of formulation of this sort of statement: 

CIa) peA, B; I, e; m) 
(lb) PICA, B; e; m). 

This sentential type can be considered also to include propositions which 
are formal-logical conversions of the relations P and PI .71 The formula­
tion (la), where the information is an independent factor, also includes 
propositions like 'A provides B with I about e by means of m', 'I about e 
passes from A to B by means of m', 'by means of m, I about e is passed 
from A to B'. (1 b), where the information process is taken as a whole, 
also includes propositions like 'A informs B about e by means of m' and 
'by means of m, B is informed by A about e'. 

Elliptical expressions result - at least as far as formal logic is concerned 
- from expressing only partial relations of the total relations, i.e., from 
abstracting from one or more terms of the relations. Thus, 'A supplies B 
with information l' corresponds to the partial relation 

(la') P'CA, B; I), 

where 'P'CA, B; I)' stands for 'C3e, m) peA, B; I, e; m)'.72 And 'B is in­
formed about e' then corresponds to 

(lb') P;(B; e) 

with 'P;CB; e)' for '(3A, m) P;(A, B; e; m)'. 
(2) Informed state. Another type of proposition deals with the state of 

a communication partner. 'B has I about e' is an example. Again two 
formulations are possible: 

(2a') Z'CB; I, e) 
(2b') Z;CB; e). 

In (2a') information is again taken as an independent factor while in (2b') 
the informed state, i.e., the having-been-informed, is taken as a whole; 
and this is more clearly expressed by 'B is informed about e' or 'B knows 
about e'. 
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Relative to the information situation, both of these formulations are 
clearly incomplete. They have to be taken as partial relations of the 
relations Z and ZI> which represent the whole of the information situation: 

'Z'(B; I, e)' for '(3A, M) Z(A, B; I, e; m)', 
'ZI(B; e)' for '(3A, m) ZI(A, B; e; m)'. 

The formulations 

(2a) Z(A, B; I, e; m) 
(2b) ZI(A, B; e; m) 

are, for example, to be read as 'B possesses I about e by means ofm from 
A' and 'B knows about e by means of m from A'. 

The formulations (1) and (2) contain the same terms, of course, since 
they all represent an information situation. They differ in that the former 
characterize the whole process while the latter describe the state of one 
communication partner. This is a distinction in the way of looking at 
things but not in the real situation. Processes are always successions of 
states and states are always the results or intermediary stages of processes. 
It is to be noted that in an information situation there is an interrelation 
of several processes, namely those which happen in the different factors. 
One can take as the whole process either all of the interrelated single 
processes or (where one takes information as something independent) 
only the process of the 'flow of information'. 

3.3.3. Statements about the Means of Communication 
(Information Carrier) 

Propositions which refer to the means of communication, like 'm transmits 
I about e' are 

(3a') T'(I, e; m) 
or 

(3b') T](e; m). 

Since one is here interested in the relation between m and e, no further 
distinction need be made between process and state (i.e., between m as a 
process and as a thing). The formulation (3a') also covers propositions 
like 'm transmits I about e', 'm contains (carries) I about e'; (3b') covers 
'm informs about e', 'm represents (refers to) e'. 
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Again, one has to conceive the two formulations as partial relations 
which are abstracted from two relations which represent the whole infor­
mation situation: 

'T'(I, e; m)' for '(3A, B) T(A, B; I, e; m)'. 
'T;(e; m)' for '(3A, B) TI(A, B; e; m)'. 

The formulations 

(3a) T(A, B; I, e; m) 

and 

(3b) TI(A, B; e; m) 

can be read as 'thanks to A, m contains I about e for B' and 'm from A 
informs B about e'. 

3.3.4. Some Remarks 

Such a formal analysis of statements about 'information' can be continued 
and refined. The formal representation could include the conditions of an 
information process or details on the relation between m and e. This 
presupposes, however, a more detailed analysis of the information 
situation. We have only shown the way. 

Since the various formulations deal with the same information situation, 
one can ask if the relations P, Z, T, respectively, PI' ZI' TJ> could not be 
replaced by 

(a) Is(A, B; I, e; m) 

and 

(b) ISI(A, B; e; m), 

where Is or lSI represents the information situation itself. Then all types 
of relations and even lSI could be taken as partial relations of the basic 
relation Is. This means abandoning the distinction of these relations 
according to the different ways of viewing the information situation. One 
object of the considerations which follow is to reach a more systematic 
formulation of the information situation. One of our main concerns will 
be to see the extent to which the two views on which the distinction 
between (a) and (b) is based can be justified.73 



CHAPTER 4 

LANGUAGE AND INFORMATION 

Communication between men happens for the most part with the help of 
speech and writing. It can be quite well described as the exchange of in­
formation. It is therefore an advantage to begin with the phenomenon of 
language in the explanation of what information is in human communica­
tion. Those aspects of information which cannot be directly connected 
with natural language can often be understood as special cases or ex­
trapolations of the relations between language and information. While 
heretofore the use of the word 'information' in ordinary language has led 
the discussion, we will not investigate how we are talking about 'in­
formation' here, but will discuss what information is in the context of the 
phenomenon of language. 

4.1. LANGUAGE 

Language is, on the one hand, a system of signs (la langue) which is sub­
ject to certain phonological, morphological, syntactic and lexical-semantic 
rules. On the other hand, it is a psycho-physical activity (la parole) which 
makes use of meaningful, articulated and graphically fixable acoustic 
signs (Lautzeichen).74 The essential characteristic of all linguistic pheno­
mena is their sign-nature, i.e., the construction of meaningful structures 
with the help of acoustic (and written) signs which mean, name or rep­
resent something irrespective of why the designation was undertaken.75 

It is only because linguistic phenomena represent something that they 
can carry out the varied functions of human communication. One can 
understand (the concept of) sign as a generic concept for linguistic 
phenomena. 

4.2. SIGN AND SIGN SITUATION 

Every sign is in itself a sense-perceivable physical event, a material entity 
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(sign vehicle), or a spatial temporal process (signal). This event by itself is 
not yet a sign. It plays the role of a sign only to the extent that it indicates, 
or stands for something else. This substituting for something else is ex­
pressed in the scholastic definition 'aliquid stat pro aliquo'. 

Further, an event is a sign only in a sign situation or in a sign process 
(semiosis).76 What contributes to a sign situation and thereby con­
stitutes the functions of a sign can differ significantly from case to case. 
In a pragmatically oriented semiotics, the sign situation includes three 
components 77 : the material event (the sign vehicle) which plays the role 
of the sign; the designatum to which the sign refers; the effect (interpre­
tant) which the sign causes in someone who takes something in its role as 
sign. One can include as fourth component - closely bound up with the 
third - the interpreter himself. We will not deal here with whether this 
analysis is a good account of all sign situations. In any case, the inter­
preter has to be included along with the sign and that for which it stands. 

Therefore, a sign situation has to be seen formally as a relation of at 
least three terms. Designating the material event with 'm', the designatum 
with 'V' and the interpreter with 'A', the sign situation can be formulated 
as: 

ZS(A; V; m). 

This relation is to be read as 'm stands for V to A'. 

4.2.1. Semiotic Disciplines 

Most of the time single signs are elements of a system of signs. Thus 
words are always components of a language. In semiotics one distinguishes 
three dimensions of the sign 78, which serve as basis of the division of 
semiotics itself: 

(1) The syntactic dimension, ofthe relations of the signs to each other. 
The investigation of these relations is the task of syntax.79 

(2) The semantic dimension, of the relations between the signs and 
what they stand for. These are the subject-matter of semantics. There­
fore, semantics deals with the partial relation S 1 (V; m) of the relation 
ZS, defined by: 

'Sl(V; m)' for '(3A) ZS(A; E; m)'. 

(3) The pragmatic dimension, of the relations between the signs and 
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the users (interpreter and interpretant). This is the object of pragmatics. 
It deals with the other two partial relations of ZS, defined by: 

'S2(A; V)' 
'S3(A; m)' 

for '(3m) ZS(A; V; m)', 
for '(3 V) ZS(A; V; m)'. 

The very complex nature of sign situations means that the relations in 
which signs are found are not always univocally distinguishable ac­
cording to these three dimensions. For example, the relation between two 
signs can be semantic since a sign can designate another sign. Sometimes 
the semantic and pragmatic dimensions are hard to separate. A sign can 
stand for something intimately related to the interpreter. The three 
dimensions are related in that the pragmatic and semantic presuppose the 
syntactic and the pragmatic presupposes the semantic. In this sense the 
pragmatic is the most comprehensive. 

4.2.2. Classification of Signs 

Signs can be classified according to many viewpoints.80 In general, each 
of these divisions has its advantages and disadvantages; and one should 
not attribute too much importance to them. The scholastic classification 
will serve as an example. It bases itself on the semantic viewpoint, 
making its division according to how signs are related to what they stand 
for: 

(1) If the relation is natural, one has a natural sign (signum naturale). 
Natural signs can be further divided into: 

(a) an iconic 81 sign (signum formale), if there is a direct or indirect 
similarity between sign and designatum; 

(b) a symptomatic sign (signum instrumentale), if the relation is causal 
or other (non-iconic). 

(2) If the relation is not natural but artificially established, one speaks 
of an artificial or conventional sign (signum ad placitum). 

These modes are often mixed, and numerous simple typologies of signs 
can be established. There is another common classification which only 
partially corresponds to the above: 

(A) Indicational signs (Anzeichen) or 'signs of something', mainly 
symptomatic signs, and 

(B) Representational signs or 'signs for something', including the 
iconic and conventional. These can be seen as signs in the strict sense, or 
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as genuine signs, since they serve to represent states of affairs and to 
name objects. 

Most linguistic signs are genuine signs. Therefore, the discussion of 
information as a linguistic phenomenon has to do mainly with genuine 
signs. 

4.3. ON THE ANALYSIS OF THE SIGN SITUATION 

AND ON TERMINOLOGY 

The terminology used in semiotic literature is not uniform. This situation 
is not so much due to misunderstanding as to basically different views 
among the authors. A sign situation can be broken down into its com­
ponents in several ways. Even more important, what the sign stands for 
can be interpreted in many ways. This is the much discussed problem of 
the 'meaning of a sign'.82 It is these differences and difficulties which 
appear already in the first stages of establishing a comprehensive typology 
of signs. 

Varying analyses of sign situations are possible mainly because semiotics 
focuses on the signs themselves while the central place in any real sign 
situations is occupied by the sign-user (interpreter) who unites the 
various components. This is why one must constantly use interpreters 
(i.e., psycho-physical systems) as detectors 83 in the investigation of signs 
and their properties. Here again we see the privileged position of pragma­
tics among the semiotic disciplines. The components united by the user 
appear in semiotics as a multitude of reference points of signs, which 
themselves can be variously arranged. 

Unless we are going to use a completely artificial terminology, we 
cannot, after this shift in perspective from the user to the sign, avoid 
talking about the signs in words which originally apply only to the user, 
like 'signs say something or express something'. Our discussion up to this 
point has been in terms of a certain terminology which has to be specified 
and complemented, especially in its semantic dimension. 

4.3.1. Pragmatic Considerations 

For the description of any sign situation we use the expression 'for 
someone (the user) a sign stands for something (the designatum)'. The 
relation between user and sign can be of two basic types, which gives a 
division of sign situations into two classes: 
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(a) The material event is taken by him (the sign receiver) as sign of or 
for something else. Such a sign situation reads 

ZSN(A; V; m). 

(b) The material event is given by him (the sign giver) as sign for some­
thing else. Or 

ZSG(A; V; m). 

All signs can be received as signs by a user. He can give all representational 
signs but not all indicational ones. 

Ultimately the semantic relation of substituting is based on an act of 
the user, irrespective ofthe other considerations which may help establish 
the relation between sign and designatum. It is he who takes the indica­
tional signs as an indication of something; hence, symptomatic signs 
stand for something in that they point the user toward it. Representational 
signs, however, stand for something by representing it. They either serve 
a sign giver in the presentation of something or are taken by a sign 
receiver as representation of something. In the first case they are signs 
for the act of the sign giver, everything that he includes. In the second 
case they are signs for that which the sign receiver conceives them to 
represent. This can more or less correspond to what the sign giver in­
tended. What is decisive is the act of the actual sign user. 

4.3.2. On the Analysis of the Designatum 

In the semantic relation of signs one can often distinguish - especially 
in the case of representational signs - an objective aspect.84 What is 
meant by this can best be shown in the case of signs which stand for 
thoughts. Thoughts are always psychic acts of subjects but have an 
objective content, i.e., that which is thought by the subject, or the result of 
his thought. The objective aspect of the representation here is the presen­
tation of the objective content abstracted from the thought act. Objec­
tively, thought or the content of thinking and, consequently, the sign 
which stands for it can relate to real states of affairs and objects. In such 
cases one is justified in saying that the sign stands for something real 
which is independent of the user. 

Following up this last point, one can distinguish an intensional and an 
extensional aspect of the semantic relation.85 This can be clarified in the 
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case of names for objects. As to the objective content of thinking, such a 
sign (a name) stands for a concept. 

By the content (intensio) of a concept itself one means what the objects 
are, to which the concept and name refer. Extension refers to the totality 
of such objects. In such a case the sign intensionally stands for the con­
ceptual content, the name means the content of the concept; extensionally 
the sign stands for the scope, the name designates or names the extension, 
i.e., real objects, if there are any. It is in general the case that represen­
tational signs have to have a meaning but they need not always designate 
something real. 

These examples show that the semantic dimension of signs can contain 
quite complex relationships. A single sign can simultaneously stand for a 
psychic act, the objective contents of thought, and real objects. Analysis 
of what the sign stands for provides various factors which can be taken as 
essential components of the sign situation. As we saw above it is useful in 
the case of representational signs to distinguish the meaning from the 
designation. This state of affairs can be formalised more easily if one 
takes the designatum itself, V, as a relation, as VeE, g), where E is the 
meaning and g is the designatum. The formulation of the whole sit­
uation then reads 

ZS(A; VeE, g); m). 

This makes visible the familiar distinction between 'sign, meaning and ob­
ject' while ZS(A; V; m) corresponds to that of sign and designatum. 

4.3.3. Sign as Sign Function 

While we have been taking as sign the whole made up of the sign vehicle 
and semiotic relations, many86 do not include the material event in the 
notion of sign. This view holds that only the designational role of such an 
event should be called 'sign'. 

It is worth mentioning three peculiarities of signs which can justify 
this view: 

(a) Signs are always phenomena of mediation. This mediation can be 
of two types. They always mediate what they stand for: nothing is a sign 
of or for itself. Most genuine signs are also mediational events in the 
social life of the users. 

(b) It is not the whole sign vehicle but only certain aspects or struc-
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tures of it which fulfill the sign role (principle of abstractive relevance).87 
This is to be seen in the fact that two 'identical signs' - because they are 
two distinct physical entities - must always differ and yet can mean the 
the same thing. Semiotics deals only with classes of signs that have the 
same relevant notes. 

(c) All signs imply sign users to whom the signs stand for something 
and who carry out the abstractions. Linguistic signs imply men and it is 
the user who decides that two different physical signs are to be seen as 
'identical' . 

4.4. LINGUISTIC SIGNS 

Language differs from other sign systems in many respects. One finds one 
or another property of linguistic systems in other sign systems, but never 
united as in natural languages. Linguistic signs are repeatable at will and 
easy to use. They have a great mobility and adaptability: they can be 
broken down into elements which, in turn, can be recombined in many 
ways. The linguistic sign system has many functions in social life 88, 

using entities and processes which variously function as signs and are 
meaningful in different ways.89 

The following are some of the particularities of language: 90 
(a) Every linguistic utterance relates first to a sense-perceptible or 

imagined situation and stands, second, in a linguistic context. Full under­
standing of a linguistic utterance requires taking both fields of relations 
into account.91 

(b) Language can serve to make factual situations understandable 
without becoming dependent on the environment. This freedom is one of 
language's distinct advantages. 

(c) Language is a sign system with at least two classes of terms: The 
primitive terms which can be listed in a dictionary; the compound ex­
pressions which are formed from the elementary according to syntactic 
rules of formation. Combinations of signs and parts of signs of any sign 
system are generally not signs of the system. On the other hand, com­
pound linguistic signs and - up to a certain point - parts of linguistic 
expression are signs of the language.92 Because of this structure, language 
is not a fixed and schematized sign system. On the contrary, linguistic 
signs are modifiable and able, through choice of words and structure of 
sentences, to be combined in many new ways. 
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(d) Because of the interplay between meaningful signs and the ways of 
arranging them, language can provide representations of an indefinite 
number of facts with a limited number of signs. 

4.5. THE FUNCTIONS OF LANGUAGE 

The representation of known or thought states of affairs, wishes or 
emotions through articulated acoustic and written signs is an essential 
characteristic of every language. Language, however, plays many roles 
in human life. The examination of these roles is one of the tasks of 
pragmatics. And, since pragmatics is rated above the other branches of 
semiotics, one has to take pragmatic aspects of language into account in 
determining what information is in a linguistic context. 

4.5.1. The Communication Situation 

Linguistics arranges linguistic phenomena by providing a list of the 
functions of language. In a first approach the totality of linguistic 
functions can be divided into dialogical (communicative) and monologi­
cal. While the monological occurs in a sign situation, the dialogical 
always happens in a communication situation. 

The communication situation is a relation of at least four terms. Using 
the sign situation, it can be defined as: 93 

'KS(A, B; V; m)' for 'ZS(A; V; m). ZS(B; V; m)'. 

KS(A, B; V; m) is to be read as 'm stands for Vto A and B'. 
In the formulation of the communication situation, as distinct from 

the sign situation, one ought to take time into account as an additional 
term. This would make it easy to distinguish the communication partners. 
More realistic, however, is a modification of the above formulation in 
accord with our earlier distinction between sign giver and sign receiver. 94 

Using the designations employed there, the communication situation is 
to be defined as 

'KSR(A, B; V; m)' for 'ZSG(A; V; m).ZSN(B; V; m)'. 

Both modifications make it clear that KS is not symmetrical in A and B. 
The distinction between the different dimensions of a sign 95 is im­

mediately applicable to communication situations. Thus, the pragmatic 
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dimension includes the relations KS2 (A, B; V) and KS3 (A, B; m) which 
are defined by 

'KS2 (A, B; V)' 
'KS3 (A, B; m)' 

for 'S2(A; V).S2(B; V)', 
for 'S3(A; m).S3(B; m)'. 

4.5.2. The Primary Communicative Functions of Language 

Every linguistic utterance is based on an act of a speaker (sign giver) and 
happens in view of something intended. In a communication situation, 
this intention may mainly concern the speaker, the hearer (the sign 
receiver) or a state of affairs, independent of both. This delineation is 
enough to serve as basis of a division of linguistic phenomena within a 
communication situation into the so-called 'primary' dialogical lin­
guistic functions 97: 

(1) The interjective function: the linguistic phenomena which relate to 
the speaker, expressing his experiences. 

(2) The stimulative-imperative function: linguistic performances re­
ferring to the hearer for purposes of releasing reactions, influencing or 
controlling his behavior. 

(3) The informative-indicative function: communicating objectively or 
reporting, where the linguistic performances concern the state of affairs 
represented. 

(4) The interrogative function: questions as equally related to speaker, 
hearer and state of affairs. 

These names of the primary dialogical (linguistic) functions are ob­
viously applied from the viewpoint of the speaker as the more active 
partner. It is easy to see the series of psychic acts in the speaker, which 
correspond to them: feelings, will-acts, knowing and thinking.9s The 
hearer, however, is also quite active in every communication context, 
though his activity is largely receptive. Thus, the linguistic expression of a 
feeling is a dialogical occurrence only if someone hears it: the interjective 
function must then include both the expressive act of the speaker and the 
reception of the utterance, as symptom for a state or experience of the 
speaker, by the hearer. Similarly the interrogative function can be 
replaced by an argumentative one, as a more accurate designation of the 
linguistic activities related to certain definite questions on problems 
involving speaker, hearer and state of affairS.99 
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4.5.3. Further Linguistic Functions 

Some monological lOO linguistic functions have to be classed along with 
the dialogical ones as primary. Among these we find monological utter­
ances or the functions of language which serve as aids to thought or to 
memory. In addition to the primary elements there are those which 
linguists class as 'secondary'lOl but which, from another point of view, 
are of great importance: e.g., the function of language in human recog­
nition, in the esthetic and moral domains, and in organisational and so­
cietal matters. In general, a single linguistic performance plays many roles 
at the same time. 

4.5.4. The Supra-Linguistic Character of Linguistic Functions 

Many non-linguistic instruments have functions which are the same as or 
similar to those of language. They also make possible effects, similar to 
those of language, when natural language is insufficient or inoperative. 
Laughing and crying express psychic states, as does music. Commands 
can be given not only in words but also by whistles, hand-signals and 
gestures; and many other perceptions can release reactions. Animals 
signal each other: plants react to stimuli: computers change states. 
These processes and operations - especially the last - will be taken up 
below.l°2 

Reporting can be carried out only in a very limited way by the pre­
linguistic means of screams and gestures. This shows that it is a more spe­
cifically human function oflanguage than the interjective and stimulative­
imperative. The same can be seen from its connection with knowing and 
thinking. But a report about states of affairs can also be made through 
schemata, artificial languages, blueprints or images. 

The interrogative or argumentative function of language is even more 
difficultly replaced by non-linguistic instruments. We are involved here 
with the highest product of human language, namely discourse. We find 
here a strong element of mental initiative as well as a mix of feelings and 
attitudes.los Since discourse includes all the other functions, it can be 
expanded and strengthened by replacing these with non-linguistic means 
of communication. But genuine discourse cannot be had with non-linguis­
tic instruments. (Sign-language comes close to achieving this by copying 
natural language as much as possible). Just as the ability to ask quesstion 
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distinguishes man from all other animals, so the argumentative function 
of language as an essential element in the construction of human com­
munity distinguishes the latter from all animal communities. 

4.6. DEFINITIONS OF (THE CONCEPT OF) INFORMATION 

In the context of what has been said about sign, language and linguistic 
function, one can find several definitions of information, which differ in 
their degree of generality. On the other hand, any definition of infor­
mation can be integrated into this context and thereby brought into 
relation with all other possible definitions. There is one restriction: the 
context is limited by the fact that it does not extend beyond the realm of 
sense-perceptible signs. This restriction will have to be transcended later 
in order to examine other definitions of information.104 

4.6.1. Two Basic Definitions 

(LA) Information as linguistically communicating a report: The richest 
definition of information was already anticipated in our description of the 
informative-indicative linguistic function. In this sense, one would talk 
about 'information' in reference to a linguistic performance only when it 
performed this function. Information would then be an observed state of 
affairs which is communicated by means of a linguistic sign. The following 
would be the distinct but related definitional elements: 

(a) the performance of communicating a report; (b) the realization of a 
communicative function, which involves a communication situation, 
which - in turn - implies a speaker and hearer; (c) the representation of 
an observation - i.e., a perception, an idea, or thought - which presup­
poses communication partners who are able to perform such psychic acts; 
Cd) the reference of this observation (and therefore of the representation 
and report) to a state of affairs; (e) the use of language; (f) and the use of 
signs, of which at least some have to represent or mean something, i.e., 
have to be genuine signs; (g) the use of signs in general. 

(I.B) Information as the objective content of a linguistically communi­
cated report. In ordinary language 'information' means both the act or 
process of informing and that about which one is informed. This second 
basic meaning of 'information' can be made more precise in our present 
context as the objective content of a linguistic report, or as the objective 
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content of an observation, or as that which is objectively represented by 
the linguistic signs under conditions (a) through (g). 

4.6.2. Communication Situation and Information Situation 

Definition (I.A) sees information essentially as reporting, i.e., as a type of 
activity or process; more precisely, as the total process in a particular 
communication situation, in the information situation. The definitional 
elements for information as a process also define the information situa­
tion as a special case of communication situation. 

The communication situation was defined with the help of the sign 
situation as KS(A, B; V; m). The definitional elements specify above all 
the designatum Vas an observed state of affairs. They further specify the 
other factors, A, Band m, i.e., communication partners and means of 
communication, because of the overlapping of the definitional elements. 
Finally, the definitional note 'communicating a report of an observed 
state of affairs' marks the information situation as a whole off from 
communication situations in which other linguistic functions occur. 

If one is content to indicate this separation by specifying the designatum 
as an observed state of affairs, Ve, then the information situation can be 
formally defined as 

'IS(A, B; Ve; m)' for 'KS(A, B; V; m). V = Ve'. 

Earlier105 we indicated that the sign situation ZS(A, V; m) would have 
to be modified in function of a further analysis of the designatum. The 
formulation ZS(A; VeE, g); m) was suggested for representational signs. 
The same is true of information situations where representational signs 
are used. One then obtains 

IS(A, B; Ve(E, g); m), 

where E stands for the objective content of the observation and g for the 
state of affairs, which may be real or not. 

This definition of information situation can be compared with the 
formal representation of the ordinary-language sentences about 'in­
formation'. For our purposes the provisional formulations oftheinforma­
tion situation provided there 106 will suffice. In other words, the relations 

(a) IS(A, B; I, e; m), 
(b) IS1(A, B; e; m), 
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will serve for purposes of comparison. Further, one can limit oneself to 
the factors, I, e, or just to e, which there appeared in context as ' .. .in­
formation I about e' and ' ... informed about e'. 

In the formulation (a) the pair I, e corresponds to the relation Ve(E, g) 
in the above definition; i.e., the 'information I about e' is specified as the 
communicated objective content E of an observation of a state of affairs g. 
In formulation (b) the e corresponds to the designatum, V e, and most of 
the time only to the state of affairs g since the expressions of ordinary 
language directly concern objects and states of affairs. The fact that 
thoughts about them are involved is not usually explicitated.107 Another 
aspect is worth noting. While ordinary language generally relates 'infor­
mation' to real states of affairs, in what was said above 'states of affairs' 
is not limited to a specific kind. 

4.6.3. On Other Meanings of'Information' 

'Information' is often not used in the above sense. Most of the other 
notions of information can be obtained from (I.A) or (I.B) by changing 
one or more of the definitional elements. But, one can also take into 
account other definitional elements. By way of a survey, here are some 
grounds for other kinds of definitions: 

(1) One can generalize some of the elements or leave some out com­
pletely. The first, e.g., can be done by a transition from information 
situation to communication situation. The second could mean that one 
is making one of the partial relations pertinent to either one of these 
situations basic to the definition.1°8 

(2) The definitional elements and the terms used in formulating them, 
and the arguments, A, B, Ve and m, of the relation of the information 
situation can all be interpreted in many different ways. And this can lead 
beyond the generalization mentioned above.109 

(3) One can take particular aspects of definitional elements or of 
factors of the information situation as fundamental to the definition; 
e.g., the state of knowledge of the communication partners or the quan­
titative aspects of the sign vehicles.l1O 

4.6.4. Some Other Definitions of Information 

In what follows we provide examples of notions of information, which 
do not include all the definitional elements mentioned above: 
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(1.1) General communication information. If one retains only (b), (f) 
and (g), information is either: 

(A) the actualization of any communication function, where genuine 
representational signs are used, whether it is an expression of a feeling, a 
question, an order, or a report, and regardless of whether one uses 
linguistic or non-linguistic signs; or 

(B) that which is represented by genuine signs in any communication 
situation. 

While the previous definitions (I) are based on a communication 
situation, the following (II) relate to a sign situation which, however - if, 
for example, a sign receiver and genuine signs are involved - can be an 
abstraction from a communication situation. Since the total process in a 
mere sign situation is essentially different from that in a communication 
situation - the latter includes one more factor - the definition of infor­
mation as report (I.A) cannot be extended without further ado to a sign 
situation. But, the conceptual continuity is preserved in the generalization 
of information as the objective content of a report (I.B) to the designatum 
in a sign situation. 

(11.1) Objective representational information. If one abstracts from (a), 
(b) and (e), then information is: 

(A) a representation which relates to a state of affairs; more pre­
cisely, a sign process in which something is given by a sign giver as 
such a representation or is taken by a sign receiver as such a represen­
tation; 

(B) the represented itself, i.e., the objective content of the observation 
of a state of affairs. 

(11.2) Representational information (genuine sign information). If one 
retains only (f) and (g), then information is: 

(A) any representation; 
(B) the designatum itself, i.e., what a genuine sign stands for. 

(11.3) Sign information. Finally, if one retains only (g), then information 
is: 

(A) a sign process; it does not matter if something is given or taken as 
sign of or for something else; according to this definition, all signs inform 
about something; 

(B) the designatum of any sign. 
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4.7. DIFFERENT INTERPRETATIONS OF THE DEFINITIONAL 

ELEMENTS 

The words like 'language', 'meaning', 'communication', 'report', which 
are used in the definition of information, can have different meanings. The 
result is different views of information, but these can be reconciled within 
the framework we described above. Discussion of these terms leads to 
discovery of aspects of the sign situation and communication situation, 
which are important for information theory. 

It should be noted that ambiguous terms lend themselves to conceptual 
slippage. For example, we have always used 'language' in the sense of 
human, natural language. When the concept language is expanded so 
that one speaks of 'animal language', 'language of nature', 'machine 
language', this leads to other notions of information. Such an expansion 
of concepts can lead to careless extension to other domains of what is 
accurate for only one. Formal treatises often take a very general and 
uninformative definition oflanguage.1l1 Then everything depends on the 
interpretation of the statements admissible under this formal notion of 
language and on whether these limits are observed. 

4.7.1. On 'Meaning' 

There are widely divergent views on what should be understood as the 
'meaning' of a sign.112 One reason for this is that signs can stand for very 
different things in different instances and their 'meaning' is often taken to 
be this substitution or the designatum itself. The whole range of the 
problem 113 - especially the aspect dealing with the ontological status of 
the meaning of a sign - does not have to be dealt with here. However, 
since 'information' and 'meaning' are often used as synonyms, it will be 
necessary to mention a few points concerning the relationship between 
language and meaning. 

4.7.1.1. The Meaningful Parts of Language 

Unless one wanted to interpret the meaning of linguistic signs as pro­
cess, one is obliged to connect it with information as the content of a 
report (definition B), Le., the communication of a linguistically repre­
sented state of affairs. States of affairs are represented in language almost 
exclusively by sentences. This would mean that the notion of information 
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would only apply to sentences or combinations thereof. However, the 
notion can be expanded so that it includes the content not only of sen­
tences but also of other linguistic forms. 

The next smaller components of language, words, do not relate for the 
most part to states of affairs (with the exception of one-word sentences). 
It is true that one finds a relation like that between sentence and state of 
affairs in the case of the autosemantic words, i.e., those which name a 
real or conceptual object. This is not the case with other words: syn­
semantic, syncategorematic, demonstratives. In general, elementary 
units of meaning are linguistically represented in sentences; it is only in 
connection with other words that (contents of) concepts, i.e., meanings of 
autosemantic words, are used to build up these units. However, strictly 
speaking, a report does not consist of a single word.114 

There is an even more radical shift in the relation of the sign entities 
to what they stand for when we turn to the morphems, the elements of the 
first articulation of language.u5 To what extent are morphems (roughly, 
syllables, roots, endings) signs? With the exception of the numerous 
monosyllabic words, morphems do not relate to objects. They have many 
general meanings, by means of which they contribute to the modifi­
cation of conceptual relations and to the representation of types of 
state-descriptions. They are non-autonomous entities which acquire a 
determined meaning only within complete words, word-groups and sen­
tences. 

A further division reveals the elements of the second articulation 116, 

the phonems (graphems U7 in the case of written language, corresponding 
more or less to the letters in many languages). It is even less the case that 
these are signs. If one can speak of meaning in reference to them, it lies 
in their diacritical relevance 118 in the sound sequence of language; which 
simply means that the change of a phonem in a word produces another 
word (with another meaning) or a senseless entity. With regard to their 
extension, phonems are classes of sounds (graphems are classes of shapes) 
with the same diacritical relevance to certain meanings, and thereby to 
certain users of a language.u9 Thus, phonems are the lowest linguistic 
signs. 

The overlappings - e.g., of word and sentence in the occurrence of 
one-word sentences - show that an adequate analysis of language should 
concentrate not on the linguistic material but on meanings. 
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4.7.1.2. Linguistic Meaning and Information 

These considerations on linguistic forms show that in the domain of 
language there are many levels to a possible expansion of the concepts of 
meaning and of information. One gets the greatest extension of infor­
mation when one uses as definitional elements linguistic signs which are 
meaningful but not specified in any other way; in other words, whether 
they represent thoughts about states of affairs, stand for concepts, or 
have simply minimal, diacritical meaning, and regardless of how they 
serve as signs. In this general meaning of linguistic signs, one has to 
include all that is represented by sentential tone, accentuation, hiatus, 
etc. In short, 'meaning' can be taken as a collective term for all of those 
aspects of a sign which go beyond its sense-perceivable form. This ge­
neralization of meaning more or less corresponds to the definition (II.3B) 
of information as sign information. It results in one saying that every 
linguistic performance as well as every physical sign and every signal 
'carries' a meaning and 'transmits' information. Basically, however, this 
levelling of the concepts 'meaning' and 'information' is only the reverse 
side of the observation that signs are always sense-perceptible material 
entities or processes which stand for something else. 

Even if one takes 'meaning' in a limited sense as the objective content of 
an observation, represented by signs, the relation between meaning 
and information still can come out differently. In the case of definition 
(I.A), meaningful signs are a necessary presupposition for information, 
as linguistic report: if the material entities or processes have no meaning, 
there is no information. In the case of definition (II. 2B), information as 
representational information and meaning are concepts with the same 
extension. 

4.7.1.3. The Illusion oj'Carrying' 

If one neglects the details of the pragmatic dimension of the sign, one 
often tends to describe the relation between the linguistic sign and that 
which it represents inaccurately as follows: language is the 'carrier of 
meanings' or 'transmitter of information'. In such quite common ex­
pressions, information or meaning is seen as something independent 
which is 'contained in' the linguistic sign, is 'transmitted' from place to 
place and 'received' by someone. But only the user and the perceptible 
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sign vehicles and signals are really autonomous and independent of a 
special role in a communication or sign situation. These linguistic phe­
nomena can mean something only for a hearer who knows or recognizes 
their meaning: they can inform only someone who understands the infor­
mation. It is only through the psychic acts of the user that the signs 
stand for something.12o The connection between meaning and 'carrier' 
results from their being associated with one another by the user. The 
illusion of 'carrying' and of 'transmitting' is based on the usually great 
determinacy of this association. 

This is why the relation T(A, B; I, e, m) - to be read as 'm transmits I 
about e from A to B'121 - had to be replaced by the relation 

IS(A, B; Ve(E, g); m).122 

If one wants to point out formally the close relationship between informa­
tion I and carrier m, indicated by that sentence, this can be done through 
a relation Vt(I, m) ('m carries (transmits) /'). Using this in the relation T, 
writing T(A, B; e; Vt(I, m)), one stressed the difference from IS. Hence, 
'signs carry and transmit information' is only an inexact circumlocution 
for 'm means E and stands for g to A and B'. 

4.7.2. On 'Communicating a Report' 

While our remarks on 'meaning' had mainly to do with information as the 
designatum (definitions B), 'communicating a report' pertains to the 
definitions (A) of information as a process. The informational linguistic 
performances were described as report-like communications of an obser­
vation of a state of affairs, represented by linguistic signs. This means that 
reporting is a subclass of communication as the sum total of all dialogue­
performances. Yet sometimes any kind of communication is taken to be 
a report-like communication. This may be done on the following grounds: 

(a) The above division of linguistic functions cannot serve for a classifi­
cation of linguistic events since there is almost always a combination 
of these linguistic functions, obtained through abstraction. In ordinary 
language the informative, indicative function predominates; this can 
mean, on the one hand, that all linguistic phenomena are seen only in 
this light so that every linguistic function is viewed as reporting and even 
as reporting about things and states of affairs. The diversity of linguistic 
functions is thereby reduced. On the other hand, this circumstance can 
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also favor the view that reporting is a basic function from which all 
other functions are derived. (Of course, one can conceive other reductions 
of the totality of functions to one basic function: expression or release 
can also be seen as the basic function of language. On this basis one could 
expand the notion of language so that it includes the 'language' of 
animals.) 128 

(b) The semiotic nature of language means that all linguistic pheno­
mena represent or mean something. On this basis one could hold that 
all dialogue functions consist in the reporting of the content of these 
representations or of the meaning of the linguistic signs. Then reporting 
would not relate just to thoughts; rather one would designate an exclama­
tion as also being the 'reporting of a feeling' and a call (summons) as 
'reporting of a wish'. This view is that of a non-participating observer 
but also of a non-participating or reflecting hearer who, e.g., does not 
feel himself affected by a wish but observes that the speaker has a wish. 

(c) This last view can be expanded by holding that linguistic functions 
always relate to states of affairs, i.e., are always reports on them. This 
is an expansion of the notion of state of affairs, making it include not 
only those which are independent of the partners in the dialogue but 
also the emotional states and volitional acts of the speaker as well as the 
reactions expected in the hearer. 

4.7.2.1. Reporting as Transmitting: Communication as Connection 

A final point which belongs to the above series requires separate 
treatment. If one concentrates on the spatial-temporal events which 
occur between the communication partners, one can view every linguistic 
event - regardless of what is said and why it is said - as the linguistic 
conveying or transmission of a meaningful content about a connection 
between speaker and hearer. One can then uniformly designate all 
linguistic phenomena as 'reporting', so as to distinguish them from other 
processes of transmission (e.g., the transmission of matter or energy), 
where there is also a spatial-temporal connection or 'communication' 
between two physical systems. As distinct from these 'communicative' 
connections, the linguistic connection -like any semiotic connection - has 
to be regarded as at least twofold.124 First, there must be a physical connec­
tion between the communication partners, over which signal processes 
travel. Second, they have to be able to know the meaning of the signals 
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and to grasp the content represented by the signs in approximately the same 
way ('semantic connection'). The physical connection involves the relation 
KS3 (A, B; m); the 'semantic connection' involves KS2 (A, B; V).125 

4.8. THE PHYSICAL ASPECT OF LANGUAGE AND SIGNS 

All linguistic phenomena and semiotic processes are also physical 
phenomena. The sign vehicle or signal as perceptible material event is the 
physical portion of the sign. The analysis based on meaning of the 
linguistic material has also led to the physical aspect oflanguage126 : the 
phonem (graphem) constitutes the limit both of what is semiotic and 
what is semantic in a language; further division leads to the purely acoustic 
(or graphic) material. Also to be counted as physical in language as an 
activity and process are the physiological processes in the speaker and 
hearer as well as the spatial-temporal transmission processes between 
them, which make up, as mentioned, the physical connection within a 
communication situation. 

Physical phenomena can be collectively considered an autonomous 
realm of reality. The physical aspect of the semiotic process is only a 
segment of this realm: in addition to the physical communicative con­
nection, there are other spatial-temporal connections between the com­
munication partners: only some physiological processes are necessary 
for speaking and hearing: not every physical phenomenon is perceptible 
and not all perceptible characters or sounds belong to the graphems or 
phonems of a language, and only a limited number of sequences of 
graphems and phonems are meaningful words. Therefore, special investi­
gation of the physical aspect of semiotic processes lies within the limits of 
an investigation of physical phenomena in general. 

Physical events are either structured processes or material forms. 
Hence, the investigation of the physical aspect of semiotic processes can 
be divided into an analysis of the form and an analysis of the respective 
matter. In the case of linguistic signs, for example, the analysis of form 
involves the breakdown of acoustic combinations into simpler compo­
nents; analysis of linguistic matter involves a more precise characteriza­
tion of the sounds (components). 

A whole series of sciences deal with the physical aspect of semiotic 
processes: neural physiology with the perception of the sign vehicles and 
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signals; information theory with the structure of the perceived physical 
events - especially with the signal processes127 - which make perception 
possible; phonetics particularly with the physical aspects of acoustic 
signs (while the analysis of phonems belongs to phonology128); finally, 
physics with the material foundation of all semiotic processes. The 
heterogeneous nature of signs means that there is considerable overlap 
of these separate investigations. 

Investigation of the physical aspect of language as system and as 
process is an investigation of the material conditions of language. By 
itself it cannot lead to a complete theory oflanguage. But it does serve to 
clarify many of its peculiarities. 

4.9. PERCEPTION AND INFORMATION 

In semiotic and communication processes like those of language, a whole 
series of purposefully combined physiological and psychic processes take 
place in the users of the signs. Some perceptual processes, receptive in 
character, belong to these elementary processes which - e.g., in hearing or 
reading - are put to work by language. Neural and motor functions, 
which serve for the generation of signals and signs, are also interwoven 
with receptive functions. We will deal here only with the question as to 
the possible meanings of 'information' in reference to 'purer' (non­
semiotic) forms of perception. 

Sign vehicles and signals as perceptible material forms or processes are 
necessary factors in semiotic and communication processes. What a sign 
stands for can only be known when it is also perceived. Further, if one 
maintains that information processes always happen only in an infor­
mation situation, one will not talk about 'information' in purely percep­
tual situations. This would be possible only if, e.g., one ignores the two 
conditions indicated above. For example, one can interpret perception 
as an animal's way of communicating with the environment, as a form of 
'data processing'129. 'Communication' then has to be understood in a 
very broad sense as "perceptual and effective handling of the immediately 
given, concrete, symbolic and semantic inventory" .130 

4.9.1. Information as Knowledge 

Information was basically defined as the communicating (reporting) of a 
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state of affairs with the help of genuine signs: either as this process as a 
whole or as the thereby 'transmitted' objective content of an obser­
vation.131 The result of an information process is that he who is informed 
(the sign-receiver) possesses this objective content and thereby knows 
about the state of affairs. But, knowledge about a state of affairs can also 
be obtained directly. One can inform oneself 'on the spot' by means of his 
own perception. The result is the same in both cases. This is one reason 
for seeing perceptions and other processes which lead to knowledge as 
information processes. Information thus defined in terms of the result of 
cognitive processes - obviously an expansion of the notion ofinformation 
as objective content of a communicated report - should be called 'cogni­
tive information'. It is here without importance that one might gain this 
knowledge from the behavior of 'the informed', thus reducing all per­
ception and reception of signs to a general 'stimulus-reaction' schema. 

4.9.2. Information as Correlation 

A trait common to communication processes, semiotic processes, and 
perceptual processes is that they all involve a connecting of two elements: 
the receiver of a sign with the sign or, through this, with the giver of the 
sign; an organism with its environment; a living and conscious subject 
with the physical world. This common, correlative character of these 
situations can be stressed by interpreting the corresponding processes 
with the help of a general 'stimulus-reaction' schema, and by indicating 
the similar traits in the spatial-temporal occurrence of these processes. 
For, they all are accompanied by similar physical and physiological 
processes. If one takes this simple correlation as an essential determinant 
of information as a process, one can see in all processes which play such 
a connective role - in perception, too - 'information processes' .132 

4.9.3. Perception, Sign-Like and Pure 

The question as to what extent information processes and perceptions 
resemble each other leads to the question as to whether semiotic and 
perceptual processes are to be distinguished because the perceived objects 
are signs in the former and not signs in the latter. But from this point of 
view no sharp distinction can be made, if only because 'pure' perception -
the content of which is exhausted by the traits of the object perceived - is 
a limit case which can come to be only under artificial conditions. 
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Just as in speaking and hearing or reading attention is directed to the 
sentences, and the sounds or inscriptions are not as sharply perceived, so 
in every perception subjective relevance plays a role in selecting the 
properties of the object; the content is mixed with elements of association 
and anticipation. While the perceived object is not a genuine sign, it can 
be conceived as an indicational sign of a number of these elements. Pure, 
'non-semiotic' perception is an abstraction from all of these elements. 

Because of its dependence on knowledge and on the attitude of the 
perceiver, where conventional factors also playa role, perception can also 
have conventional traits. Thus, every perception is experienced in the 
confines of a language as well as in its subjective value. In this way, the 
performance of sense-organs is influenced by communication and 
"linguistic knowledge".133 Language and perception are thus related not 
just indirectly through thought, as can be seen in the fact that perceptions 
can be directly expressed in language without long reflection. 

4.9.4. Semiotic Stages in Perceptual Processes 

If one breaks the perceptual process down into the perceived object, the 
sign-like effects of it, the resultant neurophysiological excitations, and the 
conscious experiencing of the perception, the several stages in this whole 
process can be conceived as 'natural signs' of the preceding stages, if one 
does not insist that signs themselves be always perceptible material 
forms. At any rate, these are not genuine signs since the relations between 
the several stages are based on a natural dependence. While they are not 
perceived themselves, these stages do have in common with the indica­
tional sign the strict association between 'sign' and 'designatum'. If one 
speaks of 'information' in the case of indicational signs, this can be 
extended to perceptions as broken down into components. 

Other meanings of 'information' which arise in the context of the dis­
cussion of perception are tied up with information theory.134 In many 
cases they can be considered as special interpretations of information 
measures135, but we will not take them up here. 



CHAPTERS 

INFORMATION THEORY 

Information theory (or communication theory 136) in the narrow sense was 
developed in the elaboration of various problems of electronic technology, 
mainly dealing with the transmission and encoding of messages.137 Its 
task is to make communication and signal processes available to structural 
and quantitative approaches 138, where statistical viewpoints play an 
essential role. As a result, it also deals with certain aspects of the above­
mentioned linguistic and semiotic processes, mainly with the physical 
aspects of these processes. Information theory thus also includes investiga­
tion of the structures of communication media and of the signal processes 
which occur and which are not necessarily perceived by the communica­
tion partners. Although information theory originated in the study of 
special problems of communication technology, its methods are suitable 
for dealing with any signal processes. The formal and mathematical 
methods of information theory are not even limited to just such pro­
cesses.139 Its statistical procedures have undergone an autonomous devel­
opment as part of probability theory.140 It should be mentioned here that 
Soviet scholars have made signal contributions in establishing the pro­
bability foundations of this domain.141 

In a wider sense information theory also includes the theory of the 
so-called 'data processing' devices. These are characterized by the fact 
that they not only transmit and transform messages and signals, but 
also combine several signals into new ones. This happens, for exam­
ple, in coding machines, but especially in computers and servomech­
anisms. 

In dealing with communication processes in communication sciences, 
and especially with the mathematical problems of information theory, 
factors like value, utility, relevance, meaning or truth remain unexamined. 
Therefore, the notion of information is here free of all such qualitative 
overtones. The designation 'information theory' is deceptive if 'informa-
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tion' is taken in its ordinary sense. Information theory in the strict 
sense is basically a general theory of signals and their transmission147, 
although these signals are of interest to the communications technician 
to the extent that they can serve for the transmission of meaningful 
reports or instructions. 

We cannot supply an exhaustive outline of information theory here.143 
It will be enough, on the basis of typical problems and their solutions, to 
make clear some important notions in order to outline the basic ideas 
and scope of this theory. This will clarify what 'information' means in 
information theory by explaining some 'measures of information' since 
these lead to some special meanings of the term.144 

5.1. NOMENCLATURE 

Before outlining information theory some terminological remarks are in 
order. An effort has been made to adhere to the usage of some standard 
works but a choice had to be made be in some instances since there is no 
universal agreement on some of the terms. The following conventions are 
to be noted: 

(a) 'Symbol' indicates any characteristic state -like that of a structural 
element used in communication sciences - or type of phenomenon which 
must be distinguished from another, similar phenomenon. Thus, the 
types of what we have hitherto called 'sign vehicles' are symbols. The 
totality of the symbols to be distinguished in the context of a certain 
problem is called 'symbol set' or 'symbol system'. 

(b) 'Message' designates an arrangement, in general a sequence of 
(distinct) symbols or also a continuous structure, which can be distri­
buted into symbols. A symbol is a special case of a message. 

(c) 'Signal' designates a message which is transmitted, i.e., a process of 
transmission. (As distinct from the signals in our previous sections - the 
process counterpart of sign vehicle - these processes do not have to be 
perceptible.) 'Signals are transmitted' means that messages are trans­
mitted as signals. The set-up for signal transmission is the 'channel'. 

(d) 'Information' is in what follows a quite unspecified expression. 
Expressions like 'amount of information' or 'information storage' are 
more closely specified. These should not be regarded as the amount or as 
the storage of something precisely specified. Often, however, 'information' 
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simply means a message or a signal structure which is used for certain 
purposes in communication devices.145 

5.2. EXTENDED COMMUNICATION PROCESSES 

The problems dealt with in information theory in the narrower sense 
relate to real situations where communication processes or also processes 
of observation and measurement take place. Compared with the com­
munication processes previously dealt with, like the linguistic ones, 
there are some additional elements in communication processes, which 
are the object of information theory. These are the communication 
devices which intervene between the communication partners. Basically, 
the problems of information theory have to do with these additions. 

As extended, the total process of communication breaks down into the 
following operations: 146 

Q: the production of an original message (including all the conditions of 
production); C: the encoding of this message into a symbol sequence; 
S: the transformation of the symbol sequence into a signal; T: the 
transmission of the signal through a channel; S + : the reconversion of the 
signal into a symbol sequence; C + : the decoding of the symbol sequence 
into the original message; and E: the reception of the message (including 
the understanding of the message or the reaction to it). 

The whole communication process consists in the sequential carrying 
out of these operations, i.e., in the total operation 'EC+ S+ TSCQ'. (In 
each case an operation standing to the left affects the result of the previous 
operation, standing to the right). It is the central portion, 'C+ S+ TSC', 
which is the main object of information theory. The operations thus 
distinguished can provide a division of the problems dealt with according 
to their objects. From a methodological point of view the procedures can 
be gathered into two great groups. Some of them use abstract mathema­
tical models for the communication process or its individual members; 
these basically belong to statistical information theory. The others relate 
rather to the concrete processes, including a theory of signal structure, 
where the physical properties of the communication set-up are also consi­
dered. The latter supply details on the measurable, quantitative and 
structural aspects of the signals, symbols and symbol systems, which are 
necessary for the application of the abstract theories. 
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5.3. ON STATISTICAL INFORMATION THEORY 

It is characteristic of statistical information theory that messages or their 
production are treated as random processes. The basic idea is that 
messages, in which the symbols follow each other in a familiar order or 
whose structure follows a well-known law provide no information. A 
series of information measures is defined on this basis. 

5.3.1. The Hartley Modelfor the Message Source 

Statistical information theory cannot do without statements on the 
reception processes E and the production processes Q. R. V. L. Hartley 
was the first to consider message transmission from the abstract, mathe­
matical point of view.147 He conceived the message source as an emitter 
which - equipped with a set M of n symbols - successively selects symbol 
after symbol with identical probability. The result is a symbol sequence 
of a finite length of N symbols. He set himself the task of finding for 
such messages an information measure which continuously grows with 
the number z of the symbol sequences possible under the stated condi­
tions and which is proportional to the length N of the message. He 
showed that these conditions are satisfied by 

(1) Ho=logz=lognN=N'logn 

5.3.2. The Bit 

Basically, the measure sought by Hartley is determined by the stated 
conditions only to a multiplicational constant K; one should write 
'H1 =K·logz'. In general one takes the logarithm to the base 2 (loga­
rithmus dualis, abbreviated as Old') and makes K= 1. One then obtains 
H2 =ldz as information measure. Accordingly, the information measure 
of a message of the length of one symbol, chosen from an inventory of 
only two symbols, is Id21 = 1. Thereby, the unit of the information 
measure H2 is defined as the amount of information of a selection of 
equally probable alternatives. This unit has been given a special name, 
'bit', an abbreviation of 'binary digit'. Consequently, ldn supplies for 
any n the number of selections of alternatives one must carry out in 
order to select a certain one out of n symbols. It is also true of the con­
siderations to come that the amount of information (in bits), relative to a 
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set of symbols, indicates the number of equivalent binary steps which one 
has to carry out for the determination of one symbol of this set.148 

5.3.3. Shannon's Problem 

The founder of modern information theory is said to be C. E. Shannon 
who was the first to put it on a wholly mathematical basis.149 The central 
problem he solved can be described in the following general way: 150 let 
there be a message source which produces messages of a certain kind, 
and a channel with known properties. Let the extent to which the trans­
mitted signals are subject to disturbance and distortion also be known. 
How can one encode or represent the messages of the source by means of 
electrical signals so that, despite disturbances which can lead to trans­
mission errors, one attains the fastest and surest transmission of them? A 
mathematical solution of this problem obviously presupposes that one 
finds mathematical descriptions for the source, the channel, the signals, 
the disturbances in the channel, and the encoding operations, which can 
be related to one another. 

5.3.4. Message Production as a Stochastic Process 

To solve Shannon's problem one must first find a mathematical model of 
the message source which 'produces' symbol sequences which can serve 
as at least approximate representations of all real symbol sequences to be 
transmitted. This model can then serve for the study of coding and trans­
mission problems, and help to find laws which are applicable to real 
messages. 

In linguistic messages, at least in texts of any length, one knows that 
the single letters recur with a rather constant frequency. Other structural 
peculiarities of language are also subject to statistical laws. This led 
Shannon to conceive the production of symbols as a stochastic process, 
i.e., as a random process subject to certain laws of probability, and to 
take the message source itself as an ergodic source. An ergodic source is 
a special case of a stationary source. A stationary source produces symbol 
sequences with a constant frequency of each symbol in any subsequence, 
i.e., with constant time averages. A stationary source is called 'ergodic' 
if every possible average of ensembles of symbol sequences produced by 
the source separately at different times (ensemble average) is equal to the 
corresponding time average. 
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5.3.5. Entropy andlnformation Content 

In taking message production as a stochastic process, one generalizes 
Hartley's ideas in that it is no longer assumed that the selection of the 
different symbols occurs with the same probability. Mathematically, to 
every symbol i of the set M of n symbols is assigned a production proba­
bility Pi and these probabilities can be different from one another. They 
correspond to the relative frequency of the single symbols in sufficiently 
long symbol sequences. Shannon posed himself the problem of finding a 
general measure for ergodic message sources, which would depend solely 
on the symbol probability Pi' For, without a quantitative expression about 
the source, one cannot have quantitative statements about the relation 
between the source and channel and, therefore, about the transmission 
process. For the simplest case - i.e., if the symbol probabilities are 
independent of one another - he offers the following measure which he 
calls "the entropy of a message source": 151 

(2) H(M)=- L Pi·ldpi -- . n I ( bits ) 
i=l symbol 

This entropy reduces for the case of identical probabilities to the Hartley 
measure in the form Hz, if one takes N = 1. Independent of Shannon, 
the measure H was established at about the same time by N. Wiener.152 

Shannon proposed some postulates for the measure he was looking for. 
H was then defined as the measure which alone meets these postulates. 
Later these postulates were made more precise and the derivation of H 
was made with more mathematical strictness.153 Mentioning the four 
postulates will make clearer what (2) expresses: 

(I) Let H be a symmetric function, dependent only on the probabilities 
Pi' where L~= 1 Pi= 1. (The last means that the symbols are not distin­
guished from each other except by their different probabilities.) 

(II) Let H be a continuous function of the probabilities Pi' (This 
means that H should uniformly increase or decrease if one uniformly in­
creases a symbol probability at the expense of others.) 

(Ill) Let H equal 1 when there are only two symbols, i and k, which 
have the same probability Pi=Pk=t. (This postulate defines the unit of 
measure. The unit so defined is the bit.) 
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(IV) Let 

H(PI' P2, P3' ... , Pn) = H(PI + P2' P3' ... , Pn) 

+ (PI + P2) H ( PI , P2 ). 
PI + P2 PI + P2 

(In this formula the entropy of a first source, H(Pl,P2,P3, ... ,Pn), is 
compared with that of a second, H(p 1 + P 2, P 3' ••• , Pn). The second is 
distinguished from the first only by the fact that two symbols which are 
separate in the first are replaced in the second by one symbol that has the 
sum of probabilities of the two symbols. The postulate establishes by 
how much the entropy of the second source is less than that of the first. 
It says in general that the entropy of a source should grow with the number 
of symbols.) 

These four postulates serve clearly to define the measure H. From the 
properties they require follow other properties which can be obtained by 
a mathematical investigation of the function H. Most of these are specifi­
cally mathematical properties l54, but some of them are readily under­
standable for the non-mathematician; e.g., that total entropy of several 
mutually independent sources is obtained by the addition of the separate 
entropies.155 

Formula (2) shows that entropy is an average. H is also called the 
'average information content or average amount of information' per symbol 
of the symbol set in question. More precisely, H is the average of 

(3) 
1 

Ii = - ld Pi = ld­
Pi 

which is consequently called the 'amount of information' of the symbol i. 
It is easier to see in the case of Ii than in that of H itself that it has some 
properties which one intuitively connects with the notion of information. 
Clearly, the smaller the information content of a message symbol, the 
more probable it is that it will be produced (this follows from postulates 
(II) and (IV)). Ii=O when the probability of the symbol i is equal to 1, 
i.e., when it will certainly be produced. Further, the information content 
of two symbols, i and k, is singly always greater than that of a symbol 
which replaces them and has the probability P = Pi+ Pk (according to pos­
tulate (IV)). If there are only two symbols with identical probability, i.e., 
P = 1-, the information content is one bit each (according to postulate (III)). 
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Another important remark has to be made about entropy H. Formula 
(2) corresponds up to a multiplicative constant with the mathematical 
expressions for physical entropy as this is defined in statistical thermo­
dynamics.ls6 This caused Shannon to use the same name in information 
theory.157 However there is no connection between these two 'entropies' 
other than this similarity in the form of the formulae. In particular, there 
is no real relationship between them - as has often been claimed.l5s One 
can see this already in the fact that the multiplicative constant has a 
physical dimension in thermodynamic entropy, which is not the case of 
information entropy. We will make clear in the following whether or not 
we are talking about thermodynamic entropy. 

5.3.6. l?ncoding 

Messages are generally transmitted in coded form. 'Encoding' means the 
translation of a message composed of the symbols of one symbol system 
into a message made up of the symbols of another symbol system. The 
inverse operation is called 'decoding'. Encoding is not only the trans­
lation of messages in the form of sequences of discrete symbols but also 
the translation of any messages into others; e.g., translations of messages 
in the form of continuous structures into symbol sequences or other 
messages with continuous structure. Mathematically, encoding is a 
mapping of a set of symbols or structures onto others.l59 

However, in dealing with problems of the encoding and transmission 
of messages one can limit the discussion to messages which are sequences 
of discrete symbols, since V. A. Kotel'nikov has shown that any message 
can be encoded as a sequence of discrete symbols.l50 In mathematical 
terms this is a generalized Fourier-analysis. In practice it is generally the 
case in such translations that the original message is retrievable only in an 
approximate form. 

The encoding problems for the communications technician involve 
finding the most economic way of encoding the original message, i.e., 
of representing it by the smallest possible number of symbols. In order to 
compare different encodings of the same message one must have a 
universal measure of the quality of any encoding. This can be defined 
with the help of the entropy of a message source, taken here as the entropy 
of the produced messages themselves.l6l The basic notion here is as 
follows: a message can be encoded with the help of only two symbols 
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(binary encoding; e.g., encoding through the Morse system).162 Here the 
symbols of the original message are translated into sequences of binary 
symbols. The entropy (in bits/symbols) of the message of a source is 
provided by the number of binary symbols required for the binary 
encoding of this message. Binary encoding provides a basis for comparing 
different encodings of the same message in the comparison of the number 
of binary symbols necessary, in each case, for binary coding of the 
differently encoded message. 

5.3.7. Shannon's Fundamental Theorem; Channel Capacity 

In order to be able mathematically to say something about the relations 
between sources, encoding and transmission of messages through a 
channel, one also needs quantitative data about the channel itself. A 
noise-free channel - i.e., a channel through which the signals can be 
transmitted without disturbances - can be characterized by its capacity.163 
An idealised channel of this kind has the capacity C if a maximum of C 
binary digits per second (i.e., C bits/sec.) can be transmitted. For such a 
channel Shannon proves the following theorem: 164 

Let a source have entropy H (bits per second) and a channel 
have the capacity C bits per second. Then it is possible to 
encode the output of the source in such a way as to transmit 
at the average rate C/H-e over the channel, where e is 
arbitrarily small. It is not possible to transmit at an average 
rate greater than C / H. 

A modified theorem holds when transmission through the channel is 
disturbed.165 The importance of these theorems lies in the fact that they 
set a limit to the transmission of messages, which cannot under, any 
circumstances be exceeded even, for example, by highly improved en­
coding. 

5.3.8. Further Statistical Information Measures 

The properties postulated for entropy can be changed in many ways. 
With each change one gets an information measure which differs from H. 
In part, these measures stand in simple mathematical relations to Hand 
to each other and differences or sums can be constructed out of them so 
that the results are also meaningful measures. Information theory is 
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especially interested in measures which reproduce certain traits of real 
communication processes. We will discuss two of them. 

5.3.8.1. Conditional Probabilities 

In the determination of entropy one assumes the statistical independence 
of the single symbols. This means that the probability of the production 
of a symbol does not depend on that of another symbol. However, this 
assumption is generally not the case with real message sources. For 
example, the writing of one letter is very strongly dependent on the 
writing of another. In a first approximation this dependence can be 
mathematically reproduced by representing the symbol production as an 
ergodic Markov-process, i.e., as a process where the probability of the 
production of a symbol depends on the symbol produced before it.166 

Thus, the ergodic Markov-process is a special stochastic process, where 
the symbol production is subject to a simple restriction. The mathematical 
expression of entropy of a Markov-source contains other quantities in 
addition to the simple probabilities Pi: conditional probabilities Pik' which 
stand for the mutual dependence of the symbols. One finds that the mean 
information content per symbol in an ergodic Markov-source is smaller 
than in the case of the statistical independence of the symbols. It is in 
general the case that each additional restriction of symbol production 
leads to a diminution of the entropy of the source. As mentioned above, 
the entropy in bits provides the number of binary digits necessary for 
encoding. Therefore, symbol sequences with mutual dependence can be 
encoded through fewer binary digits than is the case for symbol se­
quences without such dependence. 

5.3.8.2. Transinformation 

All previous measures related to one system of symbols, to each of 
which one probability Pi was assigned. In general, however, in the pro­
cesses of message transmission several kinds of symbols are involved 
(symbols of the source, values of current strength, etc.). The simplest case 
of several kinds of symbols is that of two symbol systems Sand T, e.g., the 
system of the sent and that of the received symbols. System S consists of n 

symbols with the probabilities Pi; system T of m symbols with probabili­
ties qk' Further, let every symbol pair (i, k) - where i is from Sand k 
from T - be assigned a joint probability rik as the probability that the 
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symbols i and k will be produced - sent and received - together. Then 
one can define a measure, analogous to entropy167, namely 

(4) 1(8, T) = L L rik ld- . 
n m rik ( bits ) 

i= 1 k= 1 Piqk symbol parr 

which is called 'transinformation'.168 In the above example the trans­
information is the mean information content which the sent and received 
symbols have in common, i.e., the portion of the mean information 
content of the symbols sent which is contained in the mean information 
content of the symbols received, and vice versa. Transinformation thus 
indicates the overlap of the entropies of messages. 

5.4. ON THE THEORY OF SIGNAL STRUCTURE 

Shannon's fundamental theorem assumes that the channel capacity is 
known; i.e., for each channel one must establish how many bits per 
second it can handle. The capacity of a channel depends on the number 
of its physical states which can be distinguished given a certain commu­
nication device or - which is the same - the number of signals which can 
be transmitted over the channel and distinguished by means of their 
structure. Information theory, therefore, includes a theory of signal 
structure 169, which concerns above all the transmission processes in 
channels. 

Because of the different nature of the various kinds of signals, the 
theory of signal structure uses various mathematical models. It is often 
the case that one chooses the representation of the signals of a channel 
through a function F(Q 1, •.. , Q%; t). F is a function of different physical 
parameters or degrees of freedom Qi and of time t. In general several 
parametrical representations for the same signal are possible. 

5.4.1. Structural, Metric and Statistical Information Content 

On the basis of this presentation of signals one can clarify two more basic 
concepts of information theory. The structural content - also called 
'structural information' - of a signal of a channel is a quantity which 
depends on the number of degrees of freedom.170 A basic principle of 
information theory says that a finite, spatial-temporal domain can have 
only a finite structural content.171 



58 INFORMATION AND REFLECTION 

The second concept is that of the metric content of signals; more 
precisely, the degrees of freedom of the signals of a channel. The metric 
content is also called 'metric information'. It depends on the number of 
values or intervals of values which can be distinguished, given the con­
ditions of a transmission process, and which the parameter can assume.177 

Since for all signals it is only a question of the distinguishable degrees of 
freedom or parameter values, one can in a theory of signal structure deal 
with classes of functions distinguishable under the given conditions. 

When they are transmitted, the symbol sequences produced by an ergo­
dic source are to be seen as signals. The entropy of the source is an 
information measure both of the messages produced and consequently of 
these statistical signals. This is why entropy is also called the 'statistical 
information content' of these signals. We can, therefore, say: 'informa­
tion' meant above the quantitatively conceivable, structural properties of a 
channel, which in certain communication devices can serve as distin­
guishable signals and therefore can be used in communication processes. 
But here 'information' means a property of signals which originate in an 
ergodic source. The latter, however, is a mathematical model and this is 
why, although it is assumed that these signals are distinguishable, one 
abstracts from any connection between their being able to be distin­
guished and the properties of the communication devices.173 

5.4.2. Modulation 

The mathematical treatment of modulation problems belongs to the 
theory of signal structure. 'Modulation' is the controlled production of 
certain signals which are then transmitted. One has to distinguish the 
modulation carrier from the modulation structure. The modulation 
carrier is a channel or a 'signal' that in this context does not yet count as a 
message. A specific signal is produced in that the modulation carrier is 
subjected to controlled changes according to an original message, i.e., it 
is given a modulation structure. There are different modulation modes, 
depending on the kind of original message, the signal produced and the 
control mechanism which connects them.174 A special case of modulation 
is the transformation of stimuli into those signals which are transmitted 
over the nerves of the animal.175 

Thus, modulation consists in the transforming of messages or signals 
into other signals. Since it is a translation of messages, each modulation 
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can be seen as an encoding of messages; mathematically, as a mapping of 
structures onto each other.176 As distinct from 'encoding', 'modulation' 
indicates rather a real transformation as, e.g., that of acoustic signals into 
electromagnetic ones which can then be used for transmission (telephone, 
radio) of messages. Moreover, only a few encodings are realisable simply 
as modulation. 

5.5. OBSERVATION PROCESSES AND SIGNAL RECEPTION 

The operations in question are reversed in the case of the receiver: i.e., the 
transformation of a signal into a symbol sequence (demodulation) and its 
decoding. If the necessary receiving devices are solidly connected with the 
communication set-up, the signal reception does not raise any special 
problems. Otherwise, there can be problems as in the case of observation 
processes. In every observation signals are transmitted from the object 
observed to the observer. The signals do not have to be sent by the object 
itself. They are often signals which are merely influenced and modified 
by the object. These signals, which are foreign to the object, can be either 
natural phenomena (e.g., light) or sent by the observer for purposes of 
observation of the object (radar). 

For communication technicians one of the problems involved in 
observation processes is the selection out of all signals received of those 
which are relevant in a certain respect, e.g., the signals which are sent or 
influenced by a certain object. The problem is complicated by disturban­
ces, resulting from thermal or similar electrical fluctuations, which are 
called 'noise' .177 In an observation by means of a receiving device which 
transforms the signal received into a modulated electrical current the 
alterations of current can therefore be caused not only by the signal 
but also by the device itself. What is more, the disturbances to which the 
signal process itself is subject also turn up as current fluctuations. The 
problem of filtering out the current fluctuations which stem from the 
relevant signal and of reaching the original form of the signal was in­
dependently solved by N. Wiener and A. N. Kolmogorov.178 

5.5.1. Disturbances in Communication Processes 

Although we do not take it up in detail here, signal disturbances also 
have to be taken into account in message transmission. In addition to the 
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ever-present noises due to thermal fluctuations, there are other properties 
of the transmission channel which lead to modification of the signal 
structure: distortions of amplitude through phenomena of limitation or 
saturation, or cut-off because of the frequency limits of the channel.178 
All disturbances lead to entropy reduction of the original signal. One can, 
therefore, assign to disturbances an entropy-like quantity180 and treat 
them as messages or signals, even though they are undesirable or only ap­
parently relevant signals. 

5.6. STORAGE 

'Memories' are technical devices in which messages can be stored for 
some time.181 A written note or a phonograph record are simple ex­
amples and the process is called 'information storage'. By 'information' 
here one means messages - the arrangement of certain states in the 
memory - which can serve for the preservation of meaningful data. For 
the technician, storage is a problem to the extent that the messages are 
given mainly in electrical form. This problem is very similar to that ofthe 
transmission of messages: storage as a temporal transmission is a special 
case of the spatial-temporal transmission of messages. This is why our 
considerations about coding, modulation and disturbance of messages 
also apply to storage and the measures established for dealing with 
message transmission can also be used in dealing with storage problems. 

A pre-eminent role is played by those storage devices made up of 
materials or components (mostly electrical or electromagnetic) which 
have two main states. These states are to be seen as a pair of binary 
symbols. Since every message can be encoded as a sequence of binary 
symbols, it is possible to store any message in such a device. 

Like that of a channel, the capacity of a storage device is given in bits. 
In a memory device with binary elements the capacity is equal to the 
number of elements or to the logarithmus dualis of the possible states of 
the whole device.182 

5.7. DATA-PROCESSING 

A quite independent field of information theory deals with the processing 
of messages or data 183, where the theory of electronic computers has 
special importance. This field does not include the problems of the 
production, transmission and disturbance of messages; to the extent that 
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they appear at the fringes, they are considered solved. As mentioned 
above, these problems concern isolated signals, or classes of distin­
guishable signals, which are at most compared with each other. On the 
contrary, data-processing has to do not only with the comparing but 
principally with the connecting of several messages or signals; in the 
simplest instance this is the connecting of two primary signals into a 
secondary one. 

In data-processing devices like the computer mathematical and logical 
operations can be carried out. These devices contain switching elements 
which have two main states (current - no current; voltage - no voltage, 
etc.) and switching circuits made up of various connections of such 
elements. The two states can be seen, on the one hand, as material 
representations of the two logical truth-values; on the other, decimal 
numbers can be represented by use of several switching elements. Briefly 
then, logical and mathematical operations are possible in these devices 
since logical connections (functors) and mathematical calculations like 
addition can be represented by switchings composed of several switching 
elements. 

The theoretical foundation for carrying out these operations is generally 
provided by Boolean algebra.184 All the details of this mathematical 
theory - especially those having to do with its axiomatization - need not 
be taken up here. What is necessary for the understanding of data­
processing can be provided by taking a simple, formalized system which 
can be seen as a special Boolean algebra. The possibility of doing logical 
operations in computers becomes clear from the fact that this system is 
interpretable both as propositional calculus and as switching algebra. 

5.7.1. A Special Boolean Algebra 

This formalized system ('BA') is defined as follows: 185 The basic terms 
are the constants '0' and '1', a monadic functor '-', and two dyadic 
functors '&' and 'y'. Further, we will use the variables 'x', 'y', 'z', ... 
with the rule that they can be replaced by '0' or '1'. 

The expressions of BA are '0' and '1', expressions made up of ,-, and 
an expression, and expressions made up of' &' or' y , and two expressions. 
Examples of expressions: '0', '0 & 1', '(0 y 1) & 1'. Indefinite expressions 
are formed in the same way but with the help of variables; examples: 
'x', 'Xyy', '(x&y) &(zy y)'; or also 'l&x', '(Oyy)&z'. 
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Rules which define how the functors work are provided by the follow­
ing tables: 

x X x y X&y xY..y 
1 0 1 1 1 1 
0 1 1 0 0 1 

0 1 0 1 
0 0 0 0 

According to these rules expressions can be substituted by other ex­
pressions; examples: '1' by '0', '1Y..0' by '1', 'x&y' by 'xY..y'. In parti­
cular, complex expressions can be 'transformed' into simpler ones, 
occasionally into '0' or '1'. 

5.7.2. Interpretations as Propositional Calculus and as Switching Algebra 

For the interpretation of BA as propositional calculus it is important to 
remember that what interests us in this calculus is only whether an ex­
pression is true or false.186 If one assigns to the constants '1' and '0' the 
truth-values 'true' and 'false', and interprets the functors '-', '&' and 
'Y..' as the negation 'not', the conjunction 'and', and the disjunction 'or', 
then every definite expression of BA corresponds to an expression about 
truth-values and thereby to a definite expression of the propositional 
calculus. Further, propositions which contain expressions with indefinite 
truth-value correspond to indefinite expressions of BA. The most im­
portant fact is that substitutions in BA correspond to formal operations 
in the propositional calculUS.187 Finally, it is worth mentioning that even 
more complex logical calculi can be taken as interpretations of a Boolean 
algebra. 

The interpretation of BA as a switching algebra is basic to the technical 
realisation of formal operations.188 BA can be interpreted as a switching 
algebra because there are binary switching elements, i.e., switching 
elements with two main states. The two constants '1' and '0' can be 
assigned to these states. Secondly, the switching elements can be con­
nected in such a way that the resulting switches are duplications of the 
functors of BA.189 For example, the switch for the functor' Y..' contains 
three binary switching elements: if two are given the state '1' and '0', then 
the third takes on the state '1'. The substitution of '1' for '1 y"0' corre­
sponds to a definite process in a switch. More complex switches are 
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necessary for the conversion oflonger expressions. The substitution of in­
determinate expressions by others corresponds to switchings where no 
definite process takes place. 

5.7.3. The Operation of Data-Processing Machines 

A switching algebra which is realised in a technical device is, accordingly, 
at the same time a realisation of the propositional calculus. Conse­
quently, one can carry out logical operations with the device; e.g., one 
can determine the truth-value of a complex proposition as a main state of 
one element of a complex switch, if the truth-values (main states) of the 
atomic propositions (other elements) are known (switched on). The 
switching-on of the elements involved and, to a great extent, the con­
struction of a complex operation out of separate switching operations 
through certain combinations of switches is carried out in computers 
anew for each problem through an input in the form of a program, where 
the data and operations are singly listed. 

Simple calculations like addition and multiplication can be represented 
by expressions of BA if one uses dual representation of the numbers.190 

This is why one can calculate with these devices. We will not go into the 
theoretical foundations of more complex mathematical operations. 

Data-processing devices are also called 'message or symbol-pro­
cessing' devices. 'Message' and 'symbol' here have the meanings given 
them at the outset. Data are then such quantities as can be assigned to the 
distinguishable (main) states of these devices. Moreover, these devices are 
often said 'to process information'. Behind this designation is the notion 
that knowledge (information) is gained to a great extent through in­
ferences. But, inferences can, in abstraction from their content, be 
reduced to formal operations with signs. The latter correspond to 
operations with messages in technical devices, provided that the same 
rules hold for these operations, which are accomplished in the devices 
partly through switchings and partly through the program. Therefore, 
'information' here, too, means messages or symbols - but, to the extent 
that these appear in real operations of inference. 

5.7.4. Binary Representation 

The foregoing discussion of information processes and their analysis has 
brought us back again and again to binary symbols. Binary encoding, 
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the bit as unit of information measure, and the two main states of 
elements of data-processing devices provide a link between the various 
special sections of information theory. This is important not only 
theoretically but practically. Binary representation is the uniform plane 
of reference for the handling of mathematical problems posed in the 
comparing and combining of different communication processes and 
procedures. On this basis, one can quantitatively establish how message 
source and channel can best be designed so that transmission occurs 
in the best possible way, or how in computers the input device, storage 
mechanism, and calculator, which connect data with each other, are to 
be harmonized. Abstracting from the binary representation - other re­
presentations are used, too, what we have said has the general sense: 
what matters in message transmission is only the distinguishable symbols 
and structures; and distinguishable states (symbols) are precisely a pre­
requisite of data-processing. 

In this connection, a noteworthy fact should be mentioned: nervous 
systems also function like binary switching systems.191 The neurons 
either conduct a neural impulse or they do not ('all or nothing' principle); 
their possible states can therefore be designated by two symbols; and the 
neural connections in the simplest cases function like the switchings 
mentioned above. 

5.B. CONTROL; FEEDBACK; THE COMPLEX DYNAMIC SYSTEM 

Communication technology, information theory and control theory are 
closely bound up together.192 We will mention some of the basic notions 
of the last-mentioned. In technology 'cantrol' is taken as a process where 
a physical magnitude - the variable to be controlled (controlled variable) -
in a main process is continuously measured and compared with another 
magnitude (reference input), and the main process so modified that, 
despite disturbances which lead to changes of the controlled value, the 
latter coincides to the greatest possible extent with the reference input. 
Since the operation of comparing takes place at one place (output) which 
in the course of the whole main process is temporally posterior or 
spatially posterior to that place (input) where modification can happen, 
but the modification is to be determined by the comparison, there must 
be a reverse connection (feedback) between output and input. Because of 
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this reverse connection this functional unit is also called 'control circuit'. 
Control circuits are often found in communication devices. And, on the 
other hand, control technology makes use of communication methods. 
For feedback consists in signals that carry the results of comparison. 
Therefore, control and communication technology have a lot in common 
as concerns theoretical foundations. 

Control circuits are the simplest examples of control systems. More 
complex control systems often contain data-processing devices, where 
the resultant operations of comparing controlled and reference variables 
are undertaken and the modifications to be accomplished are figured out. 
Even the simple control circuit can be seen, because of this comparison, 
as a data-processing device. In many control systems the main processes­
generally speaking, processes of the controlled system - are imitated as a 
model.193 On the basis of this modelling process the original process can 
be pre-calculated and then influenced. Data-processing devices and 
control systems taken together are called 'complex dynamic systems'. 

Many forms of control circuits are to be found in organisms 194, but 
most of them are not as simple as those we discussed; rather they are 
intertwined in larger functional complexes. They serve to maintain 
certain vitally necessary conditions in the organism: e.g., temperature, 
blood-pressure, etc. Feedback is also to be found in the organism 
wherever processes happen harmoniously or where movements are 
directed toward a determined goal. Therefore, feedback constitutes the 
basis for the realisation of purposive processes and actions, where the 
purpose is the stabilization of a state or the achieving of a goal. This 
includes human activities, to the extent that one asks about the result of 
his acts, compares it with the desired result, and modifies his future acts 
in accordance with this comparison. Automata which are constructed in 
such a way that they similarly maintain their functional conditions 
constant or can react to influence from without according to foreseen 
goals, are also called 'self-regulating' or 'auto-adaptive' systems. 

The question as to how far feedback can be taken as unitary functional 
principle in all these domains leads back to the problems of information 
since the reverse connection transmits 'information', and the complex 
dynamic system involved contains 'reverse information'. 

What is to be understood as 'information' and, consequently, as 
'control' depends here, too, on the type of system in question and the 
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type of 'goals' which are attained by the control processes. The foregoing 
considerations on 'information' also hold for 'reverse information'. In 
technical control processes 'information' means messages or signals in 
their connection with the control system. In human activities 'informa­
tion' can mean knowledge about a goal which has been more or less 
reached. In 'reverse information' as a process, i.e., in the attaining of this 
knowledge, signals are a necessary condition both in the case of human 
activities and in that of technical control processes.195 



CHAPTER 6 

THE INTERPRETATION OF INFORMATION 

MEASURES; ISOMORPHY 

The foregoing sketch of information theory is based mainly on the 
concepts of symbol, set and sequence of symbols. However, the mathema­
tical expressions of the various information measures contain only the 
number of the symbols of a set, and the statistical measures include, in 
addition, the probabilities assigned to the symbols. Clearly, reference to 
symbols - in general, the way in which these measures are introduced - is 
not of decisive importance for the mathematical expressions of these 
measures. This is peculiar to mathematics as a whole: i.e., its magnitudes, 
formulae and theorems are indifferent to special interpretations. As has 
been mentioned, the mathematical part of information theory belongs to 
probability theory. It can be handled with the help of concepts and 
methods of this mathematical theory without reference to communication 
technology and its problems.196 Further, it is even possible, using an 
information measure defined on another basis, to define the mathematical 
concept of probability as a derivative measure.197 

It should come as no surprise, therefore, that one finds in infor­
mation theory a situation similar to that in probability theory.198 The 
mathematical theory can be introduced in different ways. There can 
be differences of opinion as to where the theory is then applicable 
and as to how in concrete cases one reaches numerical values for proba­
bilities. 

We cannot here go into the extensive discussions on the foundations 
of probability theory199 and on probability calculus.2oo We will look at 
some possibilities for the introduction, but especially for the general and 
special interpretation, of such notions as those of information measure. 
Probability theory will be touched upon only to the extent necessary 
for this goal. The discussion of correlative information measures will 
be supplemented by a discussion of the concepts of isomorphy and 
model. 
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~1. SOME FUNDAMENTALS 

The following is an abstract point of departure for probability calculus 
and for information theory, with a minimum of interpretation.201 Let a 
situation S define a set M ofn events (elements of this set); the relations 
between these events could be more closely defined.202 For the set M let a 
measure P be so defined that every element i of M is assigned a real 
number Pi between 0 and 1 as probability, where Li Pi = 1. The measure 
condition P is fully determined by providing all Pi' which is why one 
writes 'P(Pl"'" pnY. This provides the basis for establishing the funda­
mental theorems of probability calculus and for deducing all the other 
theorems. 

The interpretational neutrality of the starting point makes possible a 
neutral reading of the formulae. Two information measures will serve as 
examples. The magnitude defined by formula (3), Ii= -ldpi' is a loga­
rithmic measure for the improbability of event i. The entropy, H(M) = 
- Li PI' ldpb is the mean value of the measure Ii - weighted with the 
corresponding probabilities Pi - of all events i of the set M, i.e., a measure 
of M itself. 

Every special interpretation of the formulae includes a special inter­
pretation of the point of departure. In each case it answers the following 
questions: 

(1) which situation S is involved? 
(2) what are the events (elements) i defined by S? 
(3) how many events of this kind are there? i.e., how many elements 

does M contain? 
(4) what is to be understood by the probabilities of the events? how 

does one obtain the numbers Pi? 
In addition to the interpretation of the starting point in the case of 

certain formulae one needs the interpretation of further magnitudes. The 
entropy H of the set M, defined in formula (2), is clearly a special case of a 
general measure F(M) = - Li gt'ldpi' where the weights gi are not 
necessarily equal to the probabilities Pi' In this case, there is the following 
further question: 

(5) what is to be understood by the weights? how does one obtain the 
numbers gi? 

The foregoing sketch of statistical information theory contains an 
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almost homogeneous interpretation; the questions are there implicitly 
answered as follows: 

(1) S is a message source. 
(2) The production of a symbol i is an event. 
(3) M is made up of the symbols contained in the inventory of the 

source. 
(4) Pi is the relative frequency with which symbol i will, over suffi-

ciently long periods of production, be produced by the source. 
In addition: 
(5) gi= Pi' 
In probability calculus the following interpretation is generally used 

for the introduction of basic concepts :203 

(1) S is an experiment which is determined by prescribed experimental 
conditions. 

(2) The results i of the experiment are events. 
(3) M is made up of all possible events. The prescribed methods of 

observation and measurement make it possible to determine what a 
possible event is and how many of them there are. 

(4) Pi should describe the certainty with which the occurrence of result i 
can be expected. 

The basic problem as to the foundations of probability theory is giving 
a precise answer to the fourth question. Its solution depends on the 
meaning one gives to 'probability'. The prevailing views are: 

(I) A priori probability (also called 'subjective probability'). P(p!> ... ,Pn) 
is an evaluation of the possible events, which is based on general 
considerations which can be obtained without recourse to any experience 
involving the events in question. 

(II) A posteriori probability (also called 'objective probability'). The 
values Pi are to be obtained statistically from the frequency of the factually 
occurring events. (This view was used in the foregoing exposition of in­
formation theory.) 

The difficulties one encounters in developing these two views can be 
seen in the literature we have mentioned (in reference 204). Of course, the 
answer to the question on what 'probability' means is, in turn, strongly 
influenced by what kind of elements they are probabilities of; e.g., events, 
results of experiments, message symbols, parts of systems, propositions, 
hypotheses, or even problems. 
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6.2. GENERAL INTERPRETATIONS 

As prelude to presentation of special interpretations of information 
measure, some basic notions should be mentioned 204, which facilitate a 
very general interpretation of these measures. This will be done on the 
conceptual basis which, for the most part, was used for information 
theory, i.e., with use of the concepts of symbol, symbol sequence, etc. 
The generality of the concepts to be introduced is in no way impaired by 
this special selection. 

Further, as mentioned above, statements about messages made up of 
distinct symbols can easily be transposed to messages in the form of 
continuous signal processes. First of all, here is a list of the concepts to be 
distinguished: 

(1) (a) the single, definite symbol; 
(b) the single, definite symbol sequence, made up of N symbols (a 

definite message of length N); 
(2) (a) a symbol i, which is not further specified, of the symbol set M; 

(b) a symbol sequence of N symbols i of the set M, which are not 
further specified (message type of length N); 

(3) (a) the set M of n symbols which are distinct from each other; 
(b) the totality of the different symbol sequences made up of N 

symbols (the messages of the message type of length N); 
(c) the totality of the messages of any length (message kind); 

(4) the probability Pi of the symbol i, which is to be calculated as the 
relative frequency of the symbol i in very long or very numerous 
messages of a message kind; 

(5) the relative frequency Ii of a symbol i in a definite message. 
Obviously, all the concepts under (a) are the special cases of the con­

cepts under (b) for N = 1. 

6.2.1. Variety 

Variety relates to the totality of messages of a definite type. It is mathe­
matically defined by means of 

(5) V=-NLPi·ldpi. 
i 

It is a measure of the heterogeneity or the 'selection range' of this totality. 



INTERPRETATION OF INFORMATION MEASURES 71 

6.2.2. Variability 

Variability is attributed to a message type. It is numerically identical with 
the variety of the totality to which this type belongs; therefore, it is 
defined by formula (5). It is the entropy of this message type since 
formula (5) results from formula (2) through multiplication with the 
number of the symbols, i.e., N. It is considered a measure of the indeter­
minacy of this message type. 

6.2.3. Specificity 

Specificity is said of the relationship between a certain message and the 
totality of the messages of the same type. It is defined by 

(6) S = - N'"L,kldpi 
i 

Of course, the sum involves only those symbols i which actually occur 
in a definite message, since for all the restfi=O. If one takes the average of 
the specificities of all messages of a certain type, one has the entropy of 
this type. 

S can also be interpreted as the specificity of a seiection 205, namely the 
selection of that particular message from the corresponding totality. But 
there can also be other messages which are made up of the same symbols 
with the same relative frequency, and have the same specificity as the 
message in question. Together they make up a sub-set of the totality of 
messages of the same type; they can all be built up from that message 
through permutation of their symbols. In this case the specificity of a 
selection is, strictly speaking, attributed to the relationship of this sub-set 
to the totality. Formulae which contain only the probabilities but not the 
arrangement of the symbols can say nothing further numerically about the 
selection from this sub-set. 

The specificity of a selection already involves, however, a quite special 
interpretation of a measure. (This is not limited to the measure (6); (2) 
and (4) can be interpreted in a corresponding way.) It will serve here to 
make another basic notion clear: every statement about a relationship 
can be interpreted as a statement about an 'anterior-posterior' constella­
tion. Here it was a case of the relationship between the possible messages 
before the selection and the possible messages (or a definite message) 
after the selection. This constellation will be of importance later on, e.g., 
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as the relationship between the situations before and after an experiment 
or a message reception. 

6.2.4. Complexity 

Complexity refers to a definite message. It is defined by 

(7) C = - N''Lkldfi 
i 

Strictly speaking, C also refers to a sub-set of the totality of messages of 
one type, i.e., to all those messages which have the same symbols with the 
same ii' provided there is such a sub-set. 

6.3. SPECIAL INTERPRET ATIONS 

6.3.1. Indeterminacy, Uncertainty and Their Resolution 

In the usual introduction to entropy and other measures of information 
theory, the process of message transmission is generally seen through the 
eyes of the receiver who is waiting for a message. 206 This explains why a 
magnitude like entropy, which represents a statistical characterization of 
a symbol source or of the message kind it produces, came to be connected 
with the term 'information' which relates in ordinary language to know­
ledge of the information receiver. 

This special interpretation essentially consists in the following con­
sideration: before he receives a message from a certain sender, the 
receiver is uncertain about which message he will receive. Reception of a 
definite message resolves his uncertainty. The information which he 
receives through the message is greater, the greater his uncertainty 
was. A measure for his uncertainty in reference to a message type is 
provided by the variability of this message type through N times the 
entropy of the message source, i.e., through N times the expectation 
value (mean value) of the information content of the single symbols. The 
resolution of the uncertainty through the reception of a definite message 
is taken as measure for the information received. 

Since the uncertainty of the receiver is removed by the receiving of a 
definite message, the information received can in this case be equated 
with the variability of the message type. However, since the variability 
and entropy are formulated as mean values, this information is also a 
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mean value about the eliminated uncertainty for a large number of 
message receptions; it is not equivalent to the information content of a 
definite message.207 If the uncertainty of the receiver is not fully lifted by 
a message - which can be the case if the message is received in distorted 
form, i.e., if it 'reflects' the message sent to a lesser degree 208 - then the 
information received is smaller than the variability. 

In this interpretation from the point of view of the receiver, the proba­
bilities in the formula for entropy must be taken as a priori probabilities 
which the receiver assigns to the single symbols, though he may addition­
ally use 'objective' probabilities in doing this. Further, the above­
mentioned 'anterior-posterior' constellation is the basis of this inter­
pretation. However, which elements are assigned a priori probabilities and 
what kind of 'anterior-posterior' constellation is present are not essential 
to the interpretation. This means that from the viewpoint of the receiver 
a 'received information' can similarly be defined as a resolved uncertainty 
in other situations as well, provided they have for him an indeterminacy 
which can be eliminated. 

6.3.2. Novelty Value of a Report 

Another situation with an indeterminacy for the receiver, which can be 
partially or wholly eliminated, can be described as follows: 209 before a 
definite act of the receiver, he awaits the occurrence of an event with 
probability Pa; after his act, withpb' The information received in the act is 
then definable as 

(8) Pb 
J = ld- = ldpb -ldPa. 

Pa 

The act can be an experiment or an observation. It can also be the receiving 
ofa 'message'. However, it is to be noted that in this case the probabilities 
are not assigned to the message itself or to the symbols used, but to the 
event to which the 'message' relates. Therefore, J generally does not 
depend on the statistical properties of the message kind used. This is 
why we will use the term 'report', instead of 'message'. J can be seen as 
the novelty value of the report for the receiver; the nature of the report 
need not be further specified here. 

The measure J for the novelty value of a report concerns the content 
of the report in as far as the report leads to a change in the probability 
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with which the receiver awaits the event, to which the report refers. 
Clearly, J is the greatest when Pb= 1, i.e., when the receiver, after the 
report, awaits the event with certainty. 

6.3.3. Information Gain 

The measure J for the novelty of a report can take on either positive or 
negative values. This property makes it unsuitable as an information 
measure. Further, the presuppositions for its application are too vague 
for it to rank as a practical measure. On the basis of probability theory 
one can define a measure which is to be seen as a generalization of J but 
does not have the first shortcoming.210 This measure is defined for a set of 
events and not, like J, for a single event: let the probabilities ofn events of 
this set be provided before a given act by P(Pl' ... , Pn) and after it by 
Q(qn> ... , qn). One can thereby define the measure 

J(Q//P) = L qi'ld~ 
i Pi 

(9) 

as a measure which is always positive: it is called 'information gain'. It 
is noteworthy that J(Q//P) - in the place of the probabilities of the 
symbols - can also be taken as the basic notion of mathematical infor­
mation theory.211 

6.3.4. Selection 

The information measures can also be interpreted from the viewpoint of 
the sender. An example of this was the introduction of the Hartley 
measure Ho, (1). The basic notion was as follows: the greater the set of 
messages, from which the sender selects that to be transmitted, the more 
complex the selection process will be. Thus, the Hartley measure can be 
seen as a measure of the decisions which the sender must make in the 
selection of the symbols. It can therefore be interpreted as the decision con­
tent 212 of a message type. Accordingly, the Shannon measure H, (2) - the 
generalization of the Hartley measure for the case of symbols with dif­
fering probabilities - can also be interpreted as measure for the sender's 
selection 213 (or his freedom to select) before the sending of a symbol. 
Finally, the magnitude H N = N . H is interpreted as decision content of 
a message type of length N and called' selective information content'. 

The interpretation of information measures as decision content can be 



INTERPRETATION OF INFORMATION MEASURES 75 

transposed to the receiver according to the following consideration, 
presupposing that the receiver disposes of the same symbol set as the 
sender: the message, generally received in encoded form, enables the 
receiver to choose the symbols from his own symbol inventory in such a 
way that the original message is reproduced. Thus, the designation 
'selective information content' is justified with regard to the receiver, too. 

6.4. ORDER MEASURES FOR OBJECTS AND SYSTEMS 

The complexity C, (7), is an example of a measure which contains not the 
probabilitiesp, of the symbols ofa symbol set but the frequencies!, of the 
symbols in a definite message. Thus, details on complexity can be taken 
as propositions about concrete objects. Other information measures 
were also interpreted as measures for various properties of definite 
objects and systems.214 It is in particular the similarity - though only 
formal - between the Shannon measure (2) and the mathematical ex­
pressions for entropy in statistical thermodynamics that has led to 
attempts to use information measures as numerical indices for the order 
inside a system. (It is usual in thermodynamics to explain the entropy 
increase in a thermodynamic system as decrease in its order and its 
entropy thereby as measure of lack of order.215) In the interpretations of 
information measures as order measures, the elements of the set M, for 
which the information measures are defined, correspond to parts of 
objects or systems 216, where, then, the valuesp; or/; must also be given 
a suitable interpretation. 

The applicability of statistical information measures to any processes 
and structures is due to the fact that messages can be viewed, on the one 
hand, as random events while, on the other, they are always structured 
processes. The information measures established can also serve as meas­
ures for other structured processes; and since here only structure itself 
is concerned they can even serve for structures of things (objects) which 
can be analyzed into elements 217 - as is illustrated by the storage devices 
mentioned above. What is more, these objects can, in analogy to messages, 
be treated as 'random objects', i.e., as objects which are 'selected' from a 
totality of similar objects ('objects of the same type'). This makes it easy 
to retain the names for these measures and, for example, to speak of 
the 'entropy of an object' 218 (which has nothing to do with the thermo-
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dynamic entropy of the object) or of the 'information contained' in a 
system. It has been suggested that a system be numerically characterized 
by the difference between the 'total information' of the system and 
the sum of all 'partial informations' which are contained in the com­
ponents.219 

In addition to statistical information measures, the measures for 
'structural information' and 'metric information' - which are used to 
characterize the message channel and its signal processes - can be used 
for simple data about the structure of any objects. Both the latter and the 
former cover only a portion of a comprehensive, exact description of the 
complexity, degrees of order or structural and functional organisation of 
systems. 

6.5. CORRESPONDENCE AND CORRELATION 

The transinformation I (S, T) which is defined by means of formula (4) 
quantitatively expresses the extent to which the entropies of the two 
random processes - which are given through the set S of events with 
probability distribution P(P1' ... , Pn) and the set T of events with proba­
bility distribution Q(Q1, ... , qm) - overlap with or correspond to each 
other. In reference to messages, I (S, T) is that information content that 
the symbols from S and those from T have on the average in common. 
As a correspondence measure between two random processes (message 
sources) I (S, T) is also a measure for the correspondence between the 
types of random objects (messages) thus produced. In other words, it is a 
measure of the extent to which these random objects 'reflect' each other 
or 'contain information' about each other.220 

This correspondence is expressed mathematically only with the help of 
the probabilities Yik , i.e., with the probabilities that event i from Sand 
event k from T will occur together. 'Occurring together' can mean very 
different things: a simultaneous occurrence of the events i and k; a regular 
connection such that k always occurs if i occurs. If the correspondence is 
based on a real connection between the random processes (like the 
connection between a message before and after its transmission), then 
I (S, T) can be interpreted as the measure of the correlation between the 
two random processes.221 One then has a correlation measure which is 
always positive; I (S, T)=O will be the special case of there being no 
correlation. 
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Depending on the interpretation of the basic concepts, I (S, T) can 
provide the correlation measure for very different pairs of objects. For 
example, one can use it for the correlation between two systems or 
processes, provided these can be distributed into elements i and k, that 
probabilities Pi and qk can be assigned to the elements, and that the 
probabilities rik can be given meaning; e.g., as probabilities that com­
ponents i in system S and components k in system T occur in correlative 
places. 

6.6. MAPPING, ISOMORPHY AND HOMEOMORPHY 

With the interpretation of transinformation as correspondence measure 
and of the other information measures as structural measures, we touch 
on a theme which was already mentioned in the context of the encoding of 
messages and the modulation of signals. This is the matter of the similarity 
of objects and a discussion of the extent to which structured things or 
processes have the same traits. What is important here is an exact con­
ceptual delineation of such relationships. The notion of similarity can be 
clarified in many ways, depending on the type of object involved. For 
example, the similarity of spatial forms and figures can be defined with 
the help of the concepts of congruence and geometrical similarity, 
developed in geometry. 

Another possibility of a more precise delineation of similarity involves 
use of the concept of the isomorphy of sets and related concepts. This 
begins with the idea of the mapping of one set of elements onto another. 
Two sets are isomorphic if they can not only be mapped onto each other, 
pairing their elements, but also the relationships between the elements 
are preserved in the mapping. The concept of isomorphy - as well as 
that, more general, of homeomorphy - can be used to specify the similarity 
of such structures in reference to their internal relations which can be 
seen as sets of elements. 

We will describe this delineation of similarity more precisely. Let Sand 
T be two sets; S is made up of elements 8 i , and T of tk• This makes it 
possible to define: 

(a) Mapping: if every element 8i of S is paired in a one-to-one fashion 
with an element tk of T, and vice versa, we have a mapping of set S onto 

set T. (This is, then, also mapping of Tonto S.) On the other hand, we 
have a mapping of S into Tif a tk of T is paired one-to-one with every 
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Sj of 8, but not vice versa. The tk related to an Sj is called 'image of s;'. 
(b) 18omorphy: The simplest case of an isomorphy between two sets is 

as follows: let there be defined a binary relation U (8j' 8 j) for 8 and a 
binary relation V (tk' t I) for T. If there is a mapping of 8 onto T such that 
for any elements of the two sets the presence of V (tk> t I) follows from 
that of U (8;, Sj), tk being the image of 8j and tl that of 8j , then the two 
sets are called 'isomorphic relative to the pair of relations U and V'. 
(Because of the mapping of 8 onto T, the presence of U (8j, 8) then also 
follows from that of VCtk' tl).) Obviously, isomorphy is itself a four­
term relation: IR (8, T; U, V) which, when U and V are identical, can 
be treated as a triadic relation: IR (8, T; U). 

(c) Homeomorphy: Homeomorphy is a generalization of isomorphy. 
It only requires that there be a mapping of 8 into T. The rest of the 
conditions are the same as for isomorphy. 

The concepts of isomorphy and homeomorphy, which have been de­
fined here for the simplest cases, can easily be generalized for more 
complex relations between sets. Thus, the isomorphy between two sets 
can be defined relative to a pair of n-ary relations of any kind or relative 
to several pairs of relations. Finally, one can also describe an isomorphy 
between relations themselves for simple cases as follows: 222 in the above 
case the relation U is isomorphic to the relation V relative to the mapping 
of 8 onto T. If U and V are identical, then one says that the relation U is 
an invariant under the mapping of 8 onto T. These indications will suffice 
to show that such concepts are suited to making more precise the vague 
proposition that two structures are similar to each other, provided one 
can describe them as sets of elements which are related in various ways. 

The notions which are basic to transinformation fit into these con­
siderations but occasion an expansion: in the case of transinformation 
there is also a relation between sets but the elements tk are not univocally 
paired with elements 8 j ; rather, several elements of T are related with 
definite probabilities to one 8j. This should be called 'probability mapping' 
One-to-one mapping is a special case of probability mapping, for which 
1(8, T) = H (8) = H (T) holds. A message made up of elements 8 j -

interpreted as symbols - defines a relation F in set 8, namely that of the 
sequence; the same holds for set T. 8 and T are isomorphic relative to 
F, i.e., IR (8, T; F), provided the mapping is one-to-one. (F is an 
invariant of this mapping.) In the more general case of probability 
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mapping one can talk only of an 'approximate isomorphy' between S 
and T.223 

6.7. MODEL 

Model is a concept which plays an ever more important role in all sciences 
and in philosophy of science, but especially in cybernetics.224 In general, 
'model for an object (the original)' means another object which is similar 
to the original in some way. In the sciences models are for the most part 
conceptual schemata which reproduce certain traits of an object and on 
which properties of this original are studied indirectly. Thus, in these 
cases they are part of the theory. 

An object is a model for an original only in a model relation which is a 
relation with at least four terms: 225 

MR(A, Z; 0, M). 

This relation is to be read as: 'A takes for purpose Z the object M as 
model for the original 0'. In the present context the main interest is in the 
partial relation MRl (0, M), defined as 

'MRl (0, M)' for '(3A) (3Z) MR (A, Z; 0, M)'. 

The relation MRl - as well as MR - can have its basis in relationships of 
very different kinds which, in some way, can be described as a similarity 
between ° and M. According to the above considerations, the concepts 
mapping, isomorphy and homeomorphy would be suitable for an ex­
plication - although not in all cases - of this similarity and of modelling. 

In cybernetics, in addition to formal and mathematical models, real 
models (functional models) are also of great importance. In these mopels, 
processes which occur in the original or functions of any kind of system 
are imitated (modelled, simulated) with technological, especially elec­
tronic, means. The concepts mentioned can serve as well for a more 
exact description of the similarity between the original process and the 
model process. For, these can serve for the study of any structures, in­
cluding those which are extended in the temporal dimension. 

Earlier we characterized iconic signs as those whose roles as signs are 
based on a similarity between sign vehicles and the object designated. 226 

What relationship is there between models and iconic signs? As to their 
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similarity to another object they generally distinguish themselves only 
gradually. In the end it is the goal for which an object which is similar 
to another is used which decides if one has a model or an iconic sign. The 
goals for which models are used generally requires a greater similarity 
between two objects than those which serve as basis for the role of an 
object as iconic sign. Therefore, every model of an original can be used as 
sign of this object; but, not every iconic sign is suitable as a model. 



CHAPTER 7 

SIGNAL DETERMINATION 

In the narrower sense information theory deals with signal processes and 
their relations in communication devices. Similar signal processes also 
occur in perceptual processes and in the nervous system of animals. In 
what follows we will try to collect all that can be said about such pro­
cesses, which information theory expresses in mathematical propo­
sitions. We will use the concept 'signal determination' for this purpose. 
The name is justified since such processes contain a special form of de­
termination. 'Signal determination' designates only one aspect of pro­
cesses. 'Signal determination is contained in a process (a process with 
signal determination), means that this dimension can be detected in the 
process. 

Signal determination will have to be characterized, among other things, 
by the fact that processes with signal determination are set off from other 
processes; e.g., from purely physical processes. We will have to show 
that physical processes are only the basis for processes with signal 
determination and we will indicate the extent to which signal determi­
nation is contained in certain animal processes. 

The attempt to determine the concept of signal determination is 
further in order because this concept is one of the main meanings of 
'information' in cybernetics and information theory. Therefore, our 
characterization of signal determination will be along the lines of the 
sketch of information theory presented above. First, an orientation will 
be provided by comparing three meanings of 'signal'. 

7.1. 'SIGNAL' 

On the basis of the foregoing considerations, one can distinguish three 
main meanings of 'signal' ; 

(1) Signal as sign, which works in a signalising way, i.e., as sign in a 
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stimulative, imperative function.227 Signal is here a concept of semiotics, 
more exactly of pragmatics. (As a sign this signal is, of course, a per­
ceptible physical event which stands for something.) This ordinary sense 
of 'signal' was not used in the foregoing. 

(II) Signal as a perceptible, spatial-temporal process, which plays the 
role of a sign. This was the meaning of 'signal' in the definition of in­
formation in the linguistic context.228 (In contradistinction, a perceptible, 
material form in sign function was called 'sign vehicle'.) This concept of 
signal could be included in the psychology of perception. 

(III) Signal as spatial-temporal process which is connected with a 
sender or receiver, but is not necessarily perceptible itself. Such signal 
processes are the object of information theory (as a signal theory) 229 but 
also of physiology of perception and neural processes. Only these signal 
processes are at issue in signal determination. 

Corresponding to this distinction one must also distinguish various 
meanings of 'signal source' or 'signal receiver'. For example, 'signal 
source' can mean the sender of signalising signs, the place where the 
process which plays the role of sign takes place, or the point of origin of 
signal processes. Of course, taken as a formal theory, information theory 
can deal with 'signals' in all the different meanings and with the phe­
nomena related to any of them: with channel states, i.e., with signal 
processes; with processes in sign functions as well as with sign vehicles; 
and with meanings of signalising signs or the reactions to them. 

But in what follows we are not interested in all the possible applications 
of a formal theory but just in signal processes which take place in the 
sender or the sign itself, in the receiver and in the spatial-temporal con­
nection between them. Our considerations therefore concern those 
physical connections, represented by means of the relations.S3 (A; m) and 
KS3 (A, B; m).230 

7.2. DEFINITION OF SIGNAL DETERMINATION 

Signal processes have a structure. Wiener already suggested the notion of 
pattern as a basic concept of cybernetics.231 Further, processes with 
signal determination always occur in a signal situation. What 'structure' 
and 'signal situation' mean here has to be established. Then the separate 
definitional elements of the concept 'signal determination' have to be 
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explained: namely, structural dependence, the irrelevance of 'energy­
relations', and the 'selectivity' of the signal system. 

7.2.1. Signal Situation 

A situation where processes with signal determination occur will be 
called 'signal situation'. For the characterization of the signal determi­
nation concept it is enough to stress three components of a signal 
situation. These are: a determining signal process and a determined (or 
dependent) signal process, which have to be coupled with each other; and 
a signal system, with which both signal processes are really connected. 
Signal processes occur only in a signal situation. Therefore, they are not 
independent. A closer characterization of these components constitutes 
at the same time a definition of signal determination. 

A note on signal system: in discussing information processes one must 
constantly refer to communication devices; there are always certain pre­
suppositions to the mathematical handling of these processes. This inser­
tion into a larger context is designated by 'signal system'. Thus, in what 
follows we will not be concerned with whether 'signal system' means 
signal source, signal receiver or even several such systems. Also left aside 
are certain spatial delimitations: the signal processes can occur in the 
signal system itself; one of the two signal processes, plus the coupling, can 
belong to the signal system. We do not intend to provide a complete 
description of signal systems. We will only indicate, along with the defini­
tion of signal determination, some of the typical properties of a signal 
system. 

7.2.2. Signal Structure 

Signal processes are real processes. Their structures are those of a carrier 
process. Structures involve at least two dimensions.232 This means that 
one needs at least two parameters for an abstract representation of a 
structure. All the possible values of a parameter form a dimension. In 
reality the parameter values correspond to the measurable quantities of 
physics or chemistry. At least one of the dimensions of signal structure is 
spatial or temporal. It will have to be shown that what counts as signal 
structures is only certain gradations in the dimensions. 

Signal processes are transmissions of structures: they make it possible 
for structures to work at a distance. 'Structure transmission' means that 
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signal structure along a spatial-temporal stretch does not undergo any 
changes. In reality this is almost the case when the transmission process 
takes place in a homogeneous medium without disturbances. The trans­
mission of the structure takes place through the carrier process which 
takes place in this medium. The limit case of a spatial-temporal trans­
mission of structure is the purely temporal transmission of the signal 
structure by a static carrier. 

Note: One is justified in speaking here of 'carrier', and 'transmission' of 
structures, as distinct from similar ways of talking about 'information' 
and 'meaning'.233 The symbol sequences (messages) dealt with in the 
sketch ofinformation theory are, as really occurring sequences, structures 
of the type mentioned. 

7.2.3. Structural Dependence 

An essential characteristic of signal determination consists in the fact 
that the structure of the determined signal process depends on that of the 
determining signal process. This structural dependence happens in the 
coupling of the two signal processes. The structure of the determining sig­
nal process controls by means of the coupling that of the dependent one. 

As mentioned above, a signal process is a structural transmission 
through a homogeneous medium. The structural dependence, on the 
other hand, generally consists in a structural transformation. 'Structural 
transformation' implies that the structures of the two signal processes are 
different. In a structural transformation there are heterogeneous elements, 
viz., a coupling of two heterogeneous media. The abstract relation 
between the two structures can be handled by concepts like isomorphy and 
homeomorphy.234 Modulation and also technical encoding are cases of 
structural dependence.235 

From the foregoing it follows for the signal system that it can receive 
or produce structures, i.e., that parts of the system can be carriers of 
structures. It should also be mentioned that physical processes of inter­
action provide the basis for structural dependence just as physical pro­
cesses serve as carriers of signal structures. In particular, signal processes 
are linked by causal processes. 

7.2.4. The Irrelevance of'Energy-Relations' 

The definition by means of structural dependence is to be complemented 
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by a negative characteristic of signal determination. 'Signal determi­
nation' does not mean the exchange of energy, momentum or other 
quantities which are measured in physics. Processes of transmission of 
matter and energy and physical interactions form only the basis for the 
transmission and transformation of signal structure. This means that a 
signal system is not a purely physical system. 

The difference between processes with signal determination and purely 
physical processes is clearly expressed in the mathematical notions of 
information theory: these notions themselves are not endowed with any 
physical dimension; they do not occur along with physical quantities in 
laws of nature. 236 This is why for Wiener 'information is neither matter 
nor energy'.237 

Note: If one describes signal processes as processes, temporal and 
spatial units do, of course, appear in the formulae used. Further, physical 
relations are of importance to the extent that the signal structures occur 
in physical dimensions. These can also include energy-relations. The 
temporally variable intensity of a current can provide, in conjunction 
with a signal system, a signal structure. 

7.2.5. The Determinant Character of the Signal System; Class Formation 

Processes with signal determination are bound up with signal systems: 
signal processes are not independent. This is also true of signal structures. 
What a signal structure is in connection with a signal system is determined 
through the structures which the signal system can carry (receive, produce). 
Processes are signal processes only to the extent that they determine such 
structures or depend on them. One can call this determining character of 
the signal system its 'selectivity'. 

Selectivity can be described in an indirect way. Not every physical 
process can play the role of carrier process in a signal situation. Not all 
structures of carrier processes are signal structures. In relation to any 
structured process, this means that classes are formed, namely the 
classes of the carrier processes possible for a signal system and the classes 
of possible signal structures for every kind of carrier process. 

Sub-classes of the classes of possible signal structures provide the 
signal processes which are equivalent in a signal situation. This means 
that in signal processes it is not a question of any small gradations in 
those dimensions where they occur, but of certain structural character-
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istics. Structures with physically measurable differences can represent the 
same signal structure for a signal system. 'Structural characteristic' 
precisely means something that is common to such physically distinguish­
able structures. The subclasses mentioned are distinguished by differing 
structural characteristics. 

This description was called 'indirect'. In reality signal structures are 
directly determined by a signal system. Its selectivity and the class 
formation can be empirically determined. Signal systems are more or less 
stable aggregates: processes with signal determination repeat themselves. 
This makes it possible to determine which signal structures occur in a 
signal situation and the structural characteristics which distinguish them. 
If one investigates how a type of determining signal process conditions the 
dependent signal processes, one finds the classes of the signal structures 
which are equivalent in a signal situation. The selectivity of the signal 
system also determines the characteristic states which were called 'sym­
bols' in the section on information theory. 

Which classes occur, how many classes there are, and what their 
ranges are is determined by the signal situation, but ultimately by the 
signal system. However, factors which work selectively in a signal 
situation can be more accurately stated. Thus, one describes the selective 
properties of the coupling of two signal processes with the help of the 
threshold values and discrimination values in the dimensions, in which the 
signal structures occur. 

7.3. AN OBJECTION 

Against the distinction made between processes with signal determination 
and physical processes it could be objected that the structural (infor­
mation-theory) description of the former is only particularly economical, 
only of "heuristic value", and can be replaced by a "matter-energy" 
one.238 This objection is best discussed for such limit cases where the 
signal structure is reduced to a minimum, e.g., a brief electrical pulse. 
This is taken for itself, as a physical phenomenon, describable without 
the use of information methods. But, it is a determining signal process 
only if in connection with a signal system another signal process depends 
on it. That in this case, too, structural relations and not energy-relations 
play a role is hidden only by the circumstance that the current has an 
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energy dimension. However, a current pulse follows a currentless state. 
It is this sequence which here constitutes the structure characteristic of 
a signal process. Further, there is class formation here, too. The pulses 
which are either smaller or larger than a certain threshold value form two 
classes. All pulses under this value are called 'currentless'. The sequence 
of two different states is the simplest case of a message; the two classes 
represent a pair of binary symbols.239 

Parenthetically, the following should be noted with respect to the objec­
tion that the information-theoretical description is merely an economical 
simplification of a more complex physical description, in which it would 
be included. Consistently developed, this view would lead to the assertion 
that every law is just an economical description. Which level of physical 
description should constitute the limit? One can either speak only of more 
or less economical descriptions of reality, or decide in favor of some 
reduced concept of reality at an arbitrarily selected level of physical des­
cription. It cannot be denied that there are many descriptions which are 
basically of heuristic value. For a general distinction between appropriate 
descriptions of reality and those of merely heuristic value one would need 
a philosophical, and particularly epistemological, foundation. Here, we 
only wanted to point out that the concept of signal determination has a 
real content but it does not belong to the conceptual system of physics. 

7.4. PROCESSES WITH SIGNAL DETERMINATION 

Processes with signal determination are elicited in clear form and techno­
logically realised by cybernetics and information theory. However, 
communication technology has dealt with them for some time. Further, 
signal determination plays a role in processes in measuring devices. In the 
non-technical domain physiological processes, neural processes and 
linguistic processes are processes with signal determination. 

No matter what the processes, their peculiarity depends on that of the 
signal system. Signal systems were characterized here only to the extent 
that this was necessary for the description of signal determination. It was 
indicated that they can receive or produce signal structures, that they are 
somewhat stable and that they distinguish signal structures. The purposive 
nature of the class formation, how the classes are formed and whether 
they are constant or variable, depends on the nature of the whole signal 
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system. Signal determination is but one aspect of those processes. This 
common aspect of technological processes and of processes in animals 
makes it possible to compare the two types and to use the same methods 
for conceiving them in this respect. 

It is only on the basis of the respective signal system and its special 
properties that one can fully understand the processes which contain 
signal determination. In perceptual processes one has to begin with the 
peculiarities of the animal concerned. In the case of linguistic perform­
ances one has to advert to the meaning of the linguistic utterances. 
Neither these aspects nor the particular nature of the dimensions, within 
which the signal structures vary, were contained in our notion of signal 
determination. In technological systems signal determination is contained, 
for example, in control processes.240 However, men are always part of 
any technological signal system. The essentials of technological processes 
are to be found in the design of the technological devices where they 
take place. To understand them one must know how and for what purpose 
the devices were designed. 

The fact that signal determination is only an aspect of processes ex­
plains why signal processes can be treated as stochastic processes in 
statistical information theory. If one does not take the factors which 
determine the whole process into account, the signal processes can be 
handled as random processes. In order for such a treatment to be possible 
and of value, the processes with signal determination have to occur 
frequently. Our sketch on information theory shows how, without going 
into their peculiarities, these determining factors can be evaluated from 
the viewpoint of signal determination.251 The selection of symbols from a 
symbol set according to certain probabilities is an example of this. 

Very few propositions of information theory as a signal theory can be 
proposed as laws. They concern for the most part limits of processes 
possible in a signal situation; e.g., the optimum structure transmission in 
terms of the transmission speed and the number of elements, into which 
structures are to be analyzed (Shannon's theorem 242). This is their value 
as possible rules for technical constructions. As propositions about any 
processes with signal determination they provide data about the real 
limitations. Simple examples are: media without 'structural information' 
cannot be used as message channels; messages without entropy are 
unsuited for communication processes. 
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7.5. 'INFORMATION' 

This description of signal determination throws some light on the reasons 
for the ambiguous uses of 'information'. First, one can designate the 
signal determination itself as 'information', where 'information' is taken 
as a process. Further, 'information' can also mean just a signal structure 
within a signal situation. This is quite often the case in information theory. 

On the other hand, the designation 'information' comes easily to mind 
for all processes which evidence properties of signal determination. This 
is not surprising in the case of linguistic information processes, since the 
designation 'information' is drawn from them. But, it is also used where 
there is only one or another characteristic of signal determination; e.g., 
for any structures or any transmission process which, like signal processes, 
are not independent, i.e., for processes which relate to a system which 
cannot be understood just as a physical system. When in this case atten­
tion is concentrated on the processes themselves, it often happens that 
peculiarities of the system involved are projected onto the processes and 
attributed to them as 'information which they carry'. 



PART II 

THE DIALECTICAL-MATERIALIST 

DOCTRINE OF REFLECTION 



Reflection theory, which is considered the core of Marxist-Leninist 
epistemology (Chapter 9), and the teaching that reflection is a universal 
property of matter (Chapter 10) will be taken together as the dialectical­
materialist 'doctrine of reflection'. In what follows we will describe this 
doctrine, and this also makes it necessary to treat of the place and meaning 
of the category 'reflection' in the overall structure of Marxist-Leninist 
philosophy. 243 

We will not be interested here as much in the differences between 
dialectical-materialist philosophers as in the conceptual framework they 
have in common in discussing information. This framework is to a 
great extent formed by the statements of the classics of dialectical ma­
terialism, which serve (Chapter 8) to begin our description. 



CHAPTER 8 

SOURCES AND FOUNDATIONS OF THE 

DOCTRINE OF REFLECTION 

8.1. THE BASIC QUESTION OF PHILOSOPHY 

In order to understand the category of reflection, one must begin with the 
"great basic question of all philosophy"244, as formulated by Engels, 
which forms the point of departure in the systematic presentation of 
Marxist-Leninist philosophy. This is the question of the relationship 
between thought and being, spirit and nature, consciousness and matter. 
According to Engels the answers to this question divide philosophers into 
two large camps - idealists, asserting the primacy of spirit over nature, 
and materialists, holding nature to be primary. The solution of all impor­
tant philosophical problems is said to depend on the answer to the basic 
question. 

The most accurate formulation of the basic question involves the 
opposition of consciousness and matter. This is because matter and 
consciousness rate as the most universal categories. They can be defined 
not by reference to other categories but only by clarifying the reciprocal 
relations between them. The ordinary description of these relations will be 
mentioned below. 

In addition to the question of the primacy of either matter or con­
sciousness, the basic question involves another problem which is im­
mediately relevant in dealing with the notion of reflection. According to 
Engels this other aspect of the question is the problem of the intelligibility 
of the world: "Is our thinking capable of the cognition of the real world? 
Are we able in our ideas and notions of the real world to produce a 
correct reflection of reality?" 245 Both Engels and dialectical materialism 
give a positive answer to this question and base it on an 'identity of 
thought and being'. The universal laws of the motion of the external 
world and of human thought represent "two series of laws which are in 
fact identical".246 "Dialectics, the so-called objective dialectics, prevails 
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throughout nature, and so-called subjective dialectics, dialectical thought, 
is only the reflection of the motion through opposites which asserts itself 
everywhere in nature ... ".247 

8.2. MATTER 

Reflection also plays a central role in the definition of matter. 248 The 
usual dialectical materialist definition of this concept goes back to Lenin: 
"Matter is a philosophical category for the designation of that objective 
reality which is given man in his sensations and which is copied, photo­
graphed and reflected by our sensations and which exists independently of 
them." 249 And " ... the concept of matter means ... epistemologically 
nothing other than: objective reality, existing independent of human 
consciousness and reflected by it." 250 These epistemological definitions 
are generally not separated in dialectical materialism from ontological 
specifications of matter. Ontologically, matter is generally defined through 
its 'mode of being' (motion) and its 'existential forms' (space and time). 
Following Engels, Lenin writes: "There is nothing in the world but 
matter in motion, and matter in motion cannot move otherwise than in 
space and time." 251 

The inconsistency between this ontological specification, which ex­
presses a materialist monism ("The actual unity of the world consists in 
its materiality, ... " 252), and the dualist, epistemological definition of 
matter leads to a special distinction in dialectical materialism: only 
within the limits of epistemology are matter and consciousness set over 
against each other. "To operate beyond these limits with the distinction 
between matter and mind, physical and mental, as though they were 
absolute opposites would be a great mistake." 253 

8.3. CONSCIOUSNESS 

In Lenin's answers to the 'basic question' the words 'sensation' and 
'consciousness' are interchangeable: "The fundamental distinction 
between the materialist and the adherent of idealist philosophy consists 
in the fact that the materialist regards the sensation, perception, idea, and 
the mind of man generally, as an image of objective reality." 254 As a result 
'consciousness' in dialectical materialism stands for the whole psychic 
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activity of man, including sensations, perceptions, representations, 
conceptual thought, feelings and will acts. 

To avoid denaturing the 'basic question', consciousness should not be 
counted as matter. "But to say that thought is material is to make a false 
step, a step towards confusing materialism and idealism." 255 Conscious­
ness is therefore characterized by the dialectical-materialist philosophers 
as 'ideal', i.e., as non-spatial and invisible. On the other hand, they reject 
a split between matter and immaterial consciousness as 'metaphysics', 
since this would lead to an undialectical, vulgar materialism. 

8.4. THE PRIMACY OF MATTER OVER CONSCIOUSNESS 

The further explication of the relation between matter and consciousness 
is at the same time a closer definition of these two categories. In answering 
the 'basic question', however, it mainly serves to establish the primacy 
of matter. Instead of elaborating the various ontological conditions of 
matter and consciousness, the dialectical materialists are generally 
content to indicate the various relations between matter and consciousness. 
Matter is the original, the primary; consciousness is a product of matter, a 
property and function of the specially organized matter of the human 
brain; it is secondary. Particular aspects of this relation are: 

(A) Fundamental and genetic aspects: 

(a) Eternal, absolute and infinite matter pre-exists consciousness 
which is transitory, contingent and finite. 

(b) Consciousness first appears at a definite stage in the develop­
ment of matter. 

(c) Certain functions of highly organised matter, especially of the 
brain, form the basis for the coming-to-be and continued 
existence of consciousness. 

(d) The higher forms of consciousness developed, above all, under 
the influence of the work-activity of social man. 

(B) Functional aspects: 

(a) The new property of matter which accompanies the appearance 
of consciousness is its ability to reflect the material world in 
ideal form. Consciousness is essentially the highest form ofthe 
reflection of the material world. 
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(b) Consciousness is not a passive reflection but an active acqui­
sition of the material world. 

(c) Consciousness possesses a relative autonomy which shows 
itself particularly in its ability actively to influence and change 
the material world by directing human activity. 

(C) By both their origins and their functions, consciousness and lan­
guage are inseparable. 

8.5. LENIN'S INFLUENCE ON THE DOCTRINE OF REFLECTION 

The concept of reflection plays a decisive role in the dialectical-materialist 
theses about matter and consciousness. Both the definition of matter as 
objective, independent of consciousness and reflected by it, and that of 
the (functional) essence of consciousness as reflection of the material 
world or as image of reality are epistemological specifications. The reason 
for the epistemological stress is rather extrinsic: one of the fundamental 
works of dialectical materialism - Lenin's Materialism and Empirio­
Criticism - is almost exclusively devoted to such problems. However, 
since Lenin's intent in this work is mainly to refute polemically the 
subjective idealist and sensualist views of the Russian followers of Mach 
and Avenarius, the problems are not dealt with in a systematic way. 

8.5.1. Reflection Theory 

In his book, Lenin depends mainly on the philosophical views of Engels. 256 

In particular, Lenin accepts his view of knowledge as 'mirror-image' or 
'reflection' of reality, developed in the context of the 'second aspect of the 
basic question'. Because of the polemic character of the book, Lenin's 
description of knowledge as 'copy', 'photograph', and 'image' of objective 
reality should not be taken too literally. Ultimately, he condemns all 
philosophical opponents on the same grounds: they do not recognize the 
existence of the external world, of reality! These very mechanistic 
sounding terms are only strong expressions of his epistemological 
realism: "To regard our sensations as images of the external world, to 
recognize objective truth, to hold the materialist theory of knowledge -
these are all one and the same thing." 257 

It is clear from the intentions of Lenin's book why he did not bother 
with a careful distinction between thoughts, representations, sensations 
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and perceptions. Since sensations and perceptions playa central role in 
the Machist and empirio-criticist views he is refuting, Lenin expresses his 
epistemological position mainly in propositions about the reflective 
nature of sense-knowledge. However, in his later dealings with Hegel's 
Science of Logic, Lenin talked mainly about thought and gave the reflec­
tion theory a more dialectical twist. For example: "The reflection of 
nature in human thought should not be understood as 'dead', not as 
'abstract', not without motion, not without contradiction, but rather in 
eternal process of the coming-to-be, motion and solution of contra­
dictions." 258 

8.5.2. Rejection of Empirio-Symbolism 

The characterization of sensations as symbols is originally to be found in 
the works of the physicist and physiologist, H. von Helmholtz. A similar 
theory, the 'theory of hieroglyphics', was developed by the Russian 
physiologist, I. M. Secenov, and accepted by G. von Plekhanov. Lenin's 
critique 259 is based mainly on such statements of Helmholtz 260 as: "I 
have ... designated sense-perceptions as only symbols for the relations of 
the external world, and have denied them any similarity to or identity 
with that which they designate." "Our views and representations are 
effects caused in our nervous system and our consciousness by the objects 
viewed and represented." "Our representations can be nothing other than 
symbols, naturally given signs for the things which we learn to use for 
control over our movements and actions." Lenin accuses Helmholtz of 
'agnosticism' and 'subjectivism' and criticises him for inconsistency 
because the second quotation, as compared to the others, expresses for 
him a materialism. 

However, these accusations are based on a reinterpretation of the 
Helmholtz quotations. For Helmholtz, symbols are natural signs which 
stand in a cause-effect relationship with things and relations of the external 
world: Lenin, on the contrary and neglecting the context, takes 'symbols 
and hieroglyphs' as "only conventional signs" and as "any arbitrary 
designations". Basically, the differences of opinion revolve around the 
question as to the relation between sensations and the external world: it 
is agreed by both that there is a connection, and even a causal one. The 
divergence lies in Lenin's holding sensations and representations to be 
copies or reflections while the statements of Helmholtz assert that there is 
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no identity or similarity between sensations or representations and the 
relations of the external world. 

While Lenin rejects symbols only in the explanation of sensation, this 
has been one of the reasons for an avoidance of semiotics on the part of 
the dialectical materialists. The more recent concern about semiotic prob­
lems is justified with the help of another remark by Lenin, made later 
and in a completely different context. He there holds certain notions of 
Hegel about symbols and their relations to philosophical concepts 
worthy of mention, including "that there is in general nothing to be said 
against them". 251 

8.5.3. Hypothesis on the General Sensitivity of Matter 

Lenin showed the way to a genetic - and also ontological - explanation 
of the connection between matter and consciousness: " ... in its well­
defined form sensation is associated only with the higher forms of matter 
(organic matter), while in the foundation of the structure of matter one 
can only surmise the existence of a faculty akin to sensation .... there still 
remains to be investigated and reinvestigated how matter, apparently 
entirely devoid of sensation, is related to matter which, though composed 
of the same atoms (or electrons), is yet endowed with a well-defined 
faculty of sensation." 262 

Agreeing with the neo-Lamarckian notion of the besouled nature of 
matter, but particularly following Diderot's comment on the ability to 
combine sensitivity and matter 263, Lenin writes that the materialist view 
does "not consist in deriving sensation from the movement of matter or 
in reducing sensation to the movement of matter, but in recognizing 
sensation as one of the properties of matter in motion." 264 But it would 
be a mistake to assert that all matter is conscious: "It is, however, logical 
to assert that all matter possesses a property which is essentially akin to 
sensation, the property of reflection. " 265 



CHAPTER 9 

REFLECTION THEORY 

In order to describe the place of the category of reflection in Marxist­
Leninist philosophy, one can to a great extent abstract from historical 
materialism as a theory of history and society, limiting oneself to dia­
lectical materialism. But within dialectical materialism this category 
cannot be clearly specified as epistemological, ontological or regionally 
ontological. Aside from the ambiguity of 'reflection', there are two 
reasons for this: 

(a) Epistemological and ontological aspects are mixed in the 'basic 
question'.266 In the development of the thesis on the primacy of matter -
in particular in the definition of consciousness as reflection of reality -
the category plays a role prefatory to all specific philosophic discus­
sions. 

(b) It is a principle of dialectical materialism that dialectic, logic and 
epistemology 'coincide' (This principle goes back to Lenin but it is 
ultimately due to Hegel, whose Science of Logic is both a doctrine on 
thought and a doctrine on being). What 'coincide' and 'logic' mean here 
has been the object of long discussions among dialectical-materialist 
philosophers. But, no final conclusion has been reached.267 In any case, 
the dialectic as "science of the most general laws of motion and develop­
ment in nature, human society and thought" 268 is seen as the more 
comprehensive sector of dialectical materialism. The unity of the dialectic 
is based on the fact that the 'subjective dialectic' - thinking and knowing­
is a 'reflection' of the 'objective dialectic'. 

9.1. ONTOLOGY 

The term 'ontology' does not occur frequently in dialectical materialism. 
It is often used in a derogatory sense for certain 'bourgeois' philosophies. 
However, it is tempting to see the doctrine on the 'objective dialectic' and 
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that on the categories together as the ontology of dialectical materialism. 269 

9.1.1. The Objective Dialectic 

As compared to the theory of categories, the objective dialectic - the 
theory on the universal structural and developmental laws of the objective 
world - plays the more important role to the extent that the categories 
usually gain their full meaning in being used for the formulation of the 
various dialectical laws. The basic thesis says that the world consists of a 
single universal connection, where all things and phenomena are con­
nected with each other and condition each other; and that the whole of 
reality is involved in constant motion and change. This basic thesis is 
further explicated in the form of the three 'basic laws of the dialectic' 
which stem from Engels. To these basic laws is added a whole series of 
further dialectical laws which express the specific law-bound connections 
of reality as relations between the several categories or between a category 
and other concepts. In addition to being the theory of the most universal 
laws of development, the dialectic is also said to serve as a method, i.e., 
the conscious application of the dialectical laws in thought, as well as the 
theory of this application. 

9.1.2. The Philosophic Categories 

In dialectical materialism the categories are the basic and most general 
concepts of a science. Philosophic categories are those most universal 
concepts used to reflect the most essential determinations and connections 
of matter and its development. The categories are generalisations of both 
human but especially scientific knowledge. Since, like all concepts, they 
are obtained by means of abstraction from the real relations of the material 
world, both their origin and content are objective and empirical. They 
are, therefore, historically developed reflections of reality. As soon as 
they are grasped, they serve for obtaining further knowledge. The progress 
of knowledge leads to explication of the categories and to enrichment of 
the categorial system. As 'nodal points' of knowledge, the philosophical 
categories are basic to all sciences. 

The categories are - as is apparent - treated from a mainly episte­
mological point of view. Dialectical-materialist works hardly mention 
their ontological constitution and that of a possible system of categories. 
A 'subjectivist' separation from objective reality and a 'panlogical' 
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identification with it are both refuted. Since the world which the categories 
reflect is in constant change, and the process of knowledge is never 
completed, dialectical materialism holds that no definitive system of 
categories is possible. This is why the systematic presentations of cate­
gorial theory differ so and have a mainly didactic character. 

Without going into the various attempts at systematisation 270, we will 
mention those categories which are constants in the structure of dialec­
tical materialism, following the usual pairing or grouping of categories, 
due to the dialectical laws: matter as basic category; motion as mode of 
being of matter; space and time as existential forms of matter; quality 
and quantity; form and content; connection; contradiction; causality 
and interaction; essence and appearance; necessity and chance; law; 
possibility and actuality; universal, particular and singular. In addition, 
there are categories which are mainly or exclusively epistemological: 
consciousness; reflection; objective and subjective; logical and historical; 
objective, relative and absolute truth. 

There are also differing views among the dialectical-materialists as to 
how the categories are related to one another and how the relations are 
to be interpreted.271 However, it is in general held that all the categories 
are interrelated and that these relations are of various kinds. Subordi­
nation, coordination and correlation are mentioned as possible logical 
relations between the categories. 

9.2. EPISTEMOLOGY 

That the category of reflection - as conscious or psychic form of reflection 
- plays a central role in dialectical-materialist epistemology became clear 
already in the writings of the classics. The basic theses of this 'theory of 
reflection' are: 

(a) The world is intelligible; i.e., human consciousness is able to reflect 
objective reality correctly. 

(b) Epistemology is inextricably bound up with the dialectic as philo­
sophic doctrine of the universal laws of the motion and development of 
nature, society and knowledge. 

(c) The central core of materialist epistemology is the Leninist reflection 
theory, affirming that knowledge is a reflection or copying of objective 
reality in human consciousness. 
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(d) All knowledge begins with sensations which are true reflections of 
things and their properties: logical knowledge is obtained from it through 
abstraction. 

(e) The truth of knowledge consists in its correspondence with objective 
reality: in the relationship between relative and absolute truth one sees 
that knowledge is a process of the approximating of thought to the 
object. 

(f) Practice is at the same time basis, origin, motive force and goal of 
human knowledge, as well as the criterion of its truth. 

(g) Human knowledge is subject to the law of the unity of the logical 
and the historical. Theoretical knowledge which reflects the object in 
abstract and systematic form cannot be separated from knowledge of the 
origins and development of the object. In addition to reflecting reality, 
concepts always reflect their own history, too. 

9.3. ON THE DIALECTICAL TRAITS OF THE 

REFLECTION THEORY 

Materialist monism and the dialectic as theory and method are the two 
basic elements of Marxist-Leninist philosophy. A general rationalist 
attitude coexists with a realism, explicated in the form of the reflection 
theory. With Lenin, the dialectical-materialists hold the disputable thesis 
that a materialist answer to the 'basic question' implies this kind of 
reflection theory. Marxist-Leninist reflection theory is said to differ from 
all other reflection theories - as does dialectical materialism from a 
vulgar or mechanist materialism - by its dialectical character. 

Measured against the Hegelian dialectical method, the view that 
knowledge is reflection and all knowledge originates in sensation is 
completely undialectical. Despite the 'dialectic of objective and sub­
jective', which is to express the interplay of subjective and objective 
factors in knowledge, the opposition between matter and consciousness 
in the Marxist-Leninist epistemology is not mediated. 

The reflection theory contains dialectical elements in areas where the 
heart of the epistemological problem, i.e., the relationship between the 
content of consciousness and the object of knowledge, is not at issue. 
These dialectical elements are to be found, for example, in the doctrine 
on the practical, social and historical conditioning or even determi-
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nedness of knowledge; and in the doctrine on universal reflection, 
to the extent that the various forms of reflection are conceived as quali­
tatively different stages in the realization of one fundamental property 
of matter. 272 

9.4. THE MEANINGS OF 'PSYCHIC REFLECTION' 

'Reflection' designates in dialectical materialism quite distinct aspects of 
knowing, which are to a certain extent kept apart. The totality of con­
scious phenomena - the consciousness - is taken as 'reflection of objective 
reality'. In addition, 'reflection' as the ability to reflect is attributed to 
consciousness and to its material carrier, the brain. 'Reflection' also, 
describes each single cognitive process, especially the process-relation 
between knowing subject and object known. Two aspects of the cognitive 
process are generally distinguished: the content and the 'material mode of 
existence' of reflection. The latter designates the processes which lead to 
the transposition of the influences of the object in the reflecting organ­
ism. In a stricter sense, 'reflection', then, indicates the always objec­
tive content or the result of a reflection process - from image in the 
case of sensation to categories in the case of rational thought - or 
also the relation between the respective cognitive content and the object 
known. 

In addition to this ambiguity of 'reflection', one finds that dialectical­
materialist ontology does not make a distinction between ideal and real 
being; the ideal is confused with the psychic and the spiritual. The laws of 
logic, e.g., are considered as laws of logical thought and as 'reflection' of 
objective reality. This is why the 'ideal (timeless, immaterial, invisible)' 
cognitive forms are almost never defined in relation to a timeless universal 
but exclusively in relation to the material world - the only 'objective' 
existant that dialectical materialism knows. Nor is much attention given 
to the problem as to how mental phenomena are given to us and known 
by us. The detennination of cognitive fonns in their relationships to the 
material object and the neuro-physiological processes accompanying 
knowing and to the practical activity of the knower, means that ideas are 
seen only as 'directive ideas' (Leitideen), i.e., as they function in practical 
activity. The danger that the ideal conceptual forms might thus slip 
either into the neural processes - or in general into the psychic acts - or 
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into the sphere of material objects273 (a danger which is increased by the 
doctrine of universal reflection) could be met only through strict con­
ceptual and terminological distinctions and especially through a suitable 
treatment of the knowledge of mental and ideal being.274 Only very 
recently has there been discussion in order to clarify the relationship 
between psychic act and ideal content.275 



CHAPTER 10 

REFLECTION AS GENERAL PROPERTY OF 

ALL MATTER 

In Marxist-Leninist epistemology the category of reflection is handled 
within the limits set by the theses of the classics. Where there is a closer 
explication of this category, it happens mainly in ontological investi­
gations which are closely bound up with the natural sciences. The special 
task is an elaboration of the Leninist hypothesis of universal reflection; 
i.e., discovery of a logically clear, scientific and developmentally es­
tablished connection between the various forms of reflection, including 
an explication of the relational dependence between matter and con­
sciousness. This elaboration has not yet reached a satisfactory stage. The 
classification of the various forms of reflection, which has become a 
component of dialectical materialism, is to be considered part of this 
elaboration. 

It will be worth prefacing the sketch of this classification with a 
characterisation of the category of reflection. Concerning a special form 
of reflection, sensation, Lenin writes: " ... For every materialist, sensation 
is indeed the direct connection between consciousness and the external 
world; it is the transformation of the energy of external excitation into a 
state of consciousness." 276 The characteristics of this special form are 
in dialectical materialism now transposed to general reflection: it is 
characterized as the property of matter - existing in qualitatively different 
forms - to reproduce external influences through internal changes and to 
react to them. It is based on the universal connection and interaction of 
all things and phenomena. 

10.1. THE STAGES OF REFLECTION 

In dialectical materialism the following qualitatively distinct stages of 
reflection (otrazenie) are generally distinguished: 277 

At the level of inorganic matter reflection appears in the form of 
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physical and chemical effects of material objects on each other and their 
reactions. As a well-known example of this one often mentions the reflec­
tion of an object in a mirror. The changes occasioned on the inorganic 
level - and sometimes those on other, higher levels - in the reflecting 
object are often called 'impressions' (otpeeatki) or 'traces' (sledy). 

On the organic level of matter, which is characterized by the ap­
pearance of albuminous bodies, one finds reflection in its simplest form as 
sensibility (cuvstvitel'nost'). In cells structured in this way reflection 
consists in the adaptation of the cells to changes in milieu through inter­
nal, structural and chemical changes which are conditioned by the biotic 
needs of the cells. 

The simplest biological form of reflection is irritability (razdrazimost'), 
which one finds already in the simplest animals. This property of the 
whole organism makes it able to react and adapt to the milieu in many 
ways. 

Thenextform of biological reflection is the excitability (vozbudimost') of 
higher animals. They possess more excitable and less excitable groups of 
cells. The former groups of cells have the task of receiving external 
stimuli and of passing them on in modified form to other parts of the 
organism. From a developmental perspective the more excitable cell 
groups are primitive nervous systems. 

At the level of the central nervous system reflection appears first in the 
form of 'unconditioned reflexes' (bezuslovnye refleksy). (Here, as below, 
dialectical materialism bases itself on the theories of Pavlov.278) The 
stimuli received by the sense-organs are transmitted as excitations along 
the nerves into the central nervous system which, by means of another 
neural impulse, occasions an activity in an organ. 

In higher animals and men, reflection takes the form of 'conditioned 
\ 

reflex' (uslovnye refleksy). As contrasted with the rigid, innate, uncondi-
tioned reflexes, conditioned reflexes can be acquired and changed. They 
are based on temporary connections of neural centers. They themselves 
are not purely physiological processes. Conditioned reflexes represent the 
simplest psychological phenomena, namely sensations. The stimuli have 
for the organism the function of signals for favorable or unfavorable 
environmental conditions. Pavlov, therefore, called the totality of con­
ditioned reflexes the 'first signal system'. Sensation constitutes the dialec­
tical transition from matter to consciousness. Neural activity ceases to be 
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mere nervous activity and takes on cognitive functions. All knowledge 
begins with sensations since they objectively reflect reality. 

Sensations are the simplest form of sensible reflection. The dialectical 
materialists generally distinguish three cognitive functions which belong to 
sensible reflection and which are connected with the 'first signal system': 

(a) Sensation (oscuscenie), which is connected with the activity of only 
one sense-organ. 

(b) Perception (vosprijatie), which is a synthesis of what stems from 
many sense-organs. The designation 'image' (obraz) is usually reserved 
for the result of a perception while Lenin called all forms of sense know­
ledge 'images'. 

(c) Representation (predstavlenie), where general and typical traits of 
similar objects are reflected. 

One can distinguish a further form of sensible reflection, whose place 
in dialectical materialism is not too clear: 

(d) Imagination (voobrazenie) which is generally seen as a synthesis of 
representations. 

The highest form of reflection, logical or rational knowledge, is found 
only in man. It is based on the 'second signal system', i.e., language. 
Words are also stimuli but they have meaning, which makes them signs 
or signals of the phenomena of the first signal system: Pavlov therefore 
called words 'signals of signals'. This highest form of reflection is con­
sciousness. But because the two signal systems are inseparable in man, 
since they have the same nervous system as physiological foundation, 
sensation already belongs to the conscious, ideal form of reflection. 

In the social realm there is a further form of reflection: 'social con­
sciousness'; the totality of social views, ideas and theories is the reflection 
of 'social being' - i.e., the material, social relations, especially the rela­
tions of production and property. 

10.2. PROPERTIES OF REFLECTION 

Dialectical materialism deals with the properties of reflection according 
to the determination of the relation of matter and consciousness and 
according to the doctrine on universal reflection and its different forms. 
The ascending series of forms of reflection forms a genetic sequence. 
Every form is, like consciousness, a reflection of material and objectively 
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existing things or their properties, solely determined and conditioned, 
although in many differents ways, by the material world. In what follows 
we will see how dialectical materialism tries to understand every form and 
its properties as a special case of universal reflection and its properties. 

10.2.1. External and Internal 

The preliminary definition of universal reflection presupposes that the 
internal and the external can be distinguished in the reflecting. Ac­
cording to dialectical materialism, even at the level of the inorganic, 
reflection leads to internal changes in the reflecting body. On the highest 
level these changes have to do with the 'internal world' of consciousness. 
But since the internal, the psychological, as compared with the external, 
the physiological, is regarded as incorporeal and immaterial, the distinc­
tion between 'internal and external' is just a manner of speaking, with 
different meanings for the different forms of reflection. 

10.2.2. Reaction, Adaptation and Practice; Adequacy 

The different forms of reflection appear as diverse reactions of the 
reflecting agent to external influences. Inorganic matter reacts through 
physical and chemical changes of state; the stronger reactions of the 
albuminous bodies at the level of cells is already a rudimentary form of 
adaptation to the milieu. The simplest animals are capable because of 
irritability of adapting themselves to their milieu. Each higher stage 
represents a more perfect adaptation to the milieu. The highest form of 
reaction is found in man: since he is capable of conscious reflection, he 
can adapt reality to his needs. 

According to dialectical materialism the various forms of reflection, as 
listed above, have developed and are perfected in the course of biological 
development on the basis of the interaction of the organism with the milieu. 
The corresponding sense organs adapt themselves to the external world 
in such a way that they guarantee the organism a correct orientation in 
the milieu. At every stage the milieu is reflected - approximately and 
incompletely but in an objectively accurate way, since otherwise an 
orientation in and an adaptation to the milieu would not be possible. The 
adequacy of reflection exists in levels according to its various forms. In 
man social practice leads to the formation of the higher logical functions. 
In turn, practice is the criterion of the truth of rational knowledge. 
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10.2.3. Passive and Active; Objective and Subjective 

A further characteristic which emerges in the ascending series of forms of 
reflection is the 'subjective' activity of the organism which is subject to 
the influence of the milieu. Thus, the adaptation of 'excitable', living 
matter is more active than that of the albuminous bodies, where we find 
reflection as 'sensibility'. Even at the inorganic level the reflecting object 
is not purely passive but actively engaged in reflection. Thus, reflection 
always has two aspects: the passive reception of the properties of the 
reflected object and the active determination of the mode of reflection by 
the reflecting agent. In the conscious forms of psychic reflection this 
mode is determined by the 'subjective' peculiarities of the reflecting 
organism. But sensations are objective - as far as their content and 
origin are concerned - since they reflect the objects of the objective world, 
which exist independently of consciousness. 

10.2.4. Abstraction and Generalization 

According to Pavlov, man's ability to generalize and to abstract is 
closely connected with his 'second signal system'. Thanks to their 
property as 'signals of signals', words represent not only one signal but a 
great number of signals of the same kind in the 'first signal system'; they 
reflect a great number of similar objects or phenomena and their inter­
relations. The 'second signal system' thus provides the basis for theo­
retical thought, which dialectical materialism divides in classical form 
into concept, judgement and inference. 

Dialectical-materialist works do not make a clear distinction between 
abstraction and generalization.279 It is generally said that generalization 
already takes place on the level of sense knowledge, while abstraction is a 
particularity of logical reflection. Generalization is seen at the sense level 
in that the representation reflects typical traits or general characteristics 
of similar objects and phenomena. According to some authors, elements 
of abstraction can already be found in sensible reflection. They find 
this to be the case when an object is not directly reflected but is represen­
ted by another signal which works directly on the sense organs, or when 
the same phenomenon can be represented by different signals under 
different conditions. 

Dialectical materialism also distinguishes sensible and logical re-
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flection by their objects. Sensations and perceptions reflect only the 
external appearance of things. Thought with the help of abstract concepts 
penetrates to the essence of things and discovers the necessary connections 
between phenomena. Sensible reflection is closer to the concrete and has 
a richer content; the logical is 'deeper' and more complete. They are 
inseparable in human knowledge. 

10.2.5. Irreducibility of All the Various Forms of Reflection 

The various forms of reflection differ not only gradually but also 'quali­
tatively'. The thesis that there is a developmental relationship between 
them is, according to the dialectical-materialists, not yet fully established 
but is supported by a great number of results of the pertinent sciences. 
The coming-to-be of qualitatively new forms of reflection can be seen -
according to them - as falling under the law of 'transition of quantitative 
changes into qualitative changes'. As one of the basic laws of the dialectic, 
this is an objectively 'working', universal, structural and developmental 
law of nature, society and human thought. Since every form of reflection 
is qualitatively new in respect to lower forms, none of them can be 
reduced to the previous, lower form: this would be vulgar materialism 
and mechanism.28o In particular, there is a special, qualitative distinction 
between sense knowledge and abstract thought. This is why a sensualist 
view, that concepts are combinations of sense impressions, is rejected. 

10.3. REFLECTION AND MOTION 

The categories of motion and reflection are handled in analogous ways in 
dialectical materialism. Just as one distinguishes various forms of 
reflection, so - following Engels - motion is divided into various forms. 
Usually one distinguishes the mechanical, physical, chemical, biological 
and social forms of motion, to which are added a number of sub-forms. 
However, this division is now seen as out-of-date and one is trying to find 
one more consonant with the contemporary state of the sciences.281 

Motion as a 'mode of being of matter' is without any doubt a universal 
attribute of matter for dialectical materialism. By 'motion' they mean 
every type of change. In general, there is the view that every form of 
motion corresponds to a form of reflection. The genetic connection of the 
forms of reflection is based on the genetic connection offorms of motion, 
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which are also qualitatively different in such a way that the higher contain 
the lower but cannot be reduced to them. Behind this notion stands the 
thesis on the self-development of matter in qualitative leaps. 

The propositions about motion do not completely correspond to those 
about reflection. For one thing, the thesis on the universality of the 
property of reflection still has somewhat of a hypothetical character. 
What is more important, however, is that the majority of dialectical­
materialist philosophers are of the mind that thought is not a special 
form of the motion of matter and that, therefore, there is no special form 
of motion corresponding to the reflection of consciousness. 282 Conscious­
ness is rather seen, on the one hand, as a property of a special sub-form 
of motion which itself belongs to the basic social form of motion. On 
the other hand, most of the authors also hold a version of the 'two-side' 
theory as an explanation of the influence of thought on material processes: 
the physiological and psychic are two sides of a single process, where the 
psychic side is often called the 'internal aspect'. 

lOA. ON THE AMBIGUITY OF 'REFLECTION'; 

SHIFTING THE PROBLEM 

In addition to the ambiguity of psychic 'reflection', mentioned above, the 
notion of universal reflection introduces other meanings of this word. It 
here designates a series of quite different processes (or their results) 
which, for a knowing subject, take place in the purely objective. Although 
dialectical materialism holds that universal and psychic reflection - as 
well as the other qualitatively distinct forms of reflection - are not to be 
confused with each other, the equivocal use of 'reflection' is not at all 
incidental; rather it has roots in the philosophical foundations and mode 
of thought of dialectical materialism; namely, in the acceptance of one 
single basic principle of reality - self-moving matter - and in the attempts 
to explain all the disparate phenomena of reality as produced by this 
matter.283 

In the doctrine on universal reflection and the various forms of re­
flection one traces the development of a definite 'property', the ability 
to know. The problem of knowledge is thereby replaced by the question as 
to how matter can produce a consciousness with this ability. To the 
extent that the problem of knowledge is touched on at all, this is done in 
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terms of psychological and physiological processes. What is left is the 
description of reflection as a homogeneous natural process including for 
animals the material conditions of the milieu and for men their practical 
and social relations as constitutive factors. The description is based on 
the results of the relevant natural sciences, like biology, physiology and 
experimental psychology, with the recent additions of cybernetics and 
information theory. The latter two disciplines supply some notions for a 
more exact comprehension of different forms of reflection. 

The handling of psychic reflection in the context of universal reflection 
is a simplification of the problem of grasping the specificity of knowledge 
and other spiritual phenomena only if the theses of the classics are held to 
have solved these problems. However, some dialectical-materialist phi­
losophers are of the mind that these theses are only efforts at solutions 
and that further elaboration is needed. 284 



PART III 

DIALECTICAL· MATERIALIST 

CONTRIBUTIONS 

TO THE 'INFORMATION' THEME 



This last part is a report on the dialectical-materialist publications dealing 
with problems of 'information'. Various views on information and cog­
nate problems will be presented and discussed. It is clear that the dis­
cussion of these questions in contemporary Marxism-Leninism is far 
from over. This report deals with works published up to 1966. 

Although the following sections are interrelated, there are three main 
divisions. The first includes mainly themes directly evoked by cybernetics 
and information theory (Chapters 12 and 13). The stress is on the phi­
losophic interpretation of the ideas of these sciences. The second contains 
two main themes which have to do with the elaboration of the doctrine of 
reflection (Chapter 14). On the one hand, we have a theory of perception, 
where cybernetic and information notions playa role. On the other, there 
is the matter of universal reflection. The penultimate section provides 
some additional considerations on the 'information' theme from the point 
of view of a dialectical-materialist sign theory. This is prefaced by a 
general survey, mostly of problems which pertain to the first part (Chapter 
11). A conclusion, dealing with some particular viewpoints, ends our treat­
ment (Chapter 16). 



CHAPTER 11 

SURVEY 

Before presenting and discussing the problems of 'information' as 
developed by the Marxist-Leninists, we will indicate some of the matters 
which determine how the problems are treated. Some dialectical­
materialist philosophers have drawn up lists of specific problems which 
qualify as philosophica1.285 Clarification of the 'nature of information' is 
usually in first position. Whole series of definitions of information have 
been suggested. A philosophic notion of information has to be as univer­
sal as possible and has to have an objective content. Such conceptions 
will be discussed in what follows. Important among these is the idea of 
connecting 'information' problems with the doctrine of reflection. 

11.1. ON THE NOTION OF A CONNECTION BETWEEN 

REFLECTION AND INFORMATION 

The doctrine of reflection already played a role in the first works on 
cybernetic problems, especially in the study of information. After the 
recognition of cybernetics as a serious discipline, dialectical-materialist 
philosophers drew attention to the possibility of a systematic connection 
between cybernetic notions and the doctrine of reflection. In fact, 
there was even a little fight over who thought of it first. Against I. B. 
Novik's claim that he had first mentioned the idea in a 1959 work 286, 

B. S. Ukraincev objects that Moscow philosophers had already discussed 
in 1958 how the category of reflection could be used to characterize the 
basic concepts of cybernetics.287 

Basically however, this notion already can be found, although in the 
sense of a rivalry, in the polemics against cybernetics in 1953; one of the 
objections (against cybernetics) was that one wanted to use cybernetics 
as a substitute for Pavlov's theory of reflexes, which is to a great extent 
included in the doctrine ofreflection.288 Further, these two doctrines play 
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a role in all discussions about the relationship between human thought 
and the functioning of cybernetic devices.289 Finally, as early as 1957 
I. I. Gal'perin wrote about the 'reflective nature' of control devices and 
mentioned that their reflective activity is "the most brilliant illustration ... 
of the theses of the Leninist theory of reflection". 290 

The two collective works we mentioned (from 1961) posed the con­
nection of information and reflection as a philosophical problem. S. M. 
Saljutin calls the problem of reflection in highly organized technological 
systems an example of a philosophic question which transcends the 
competence of cybernetics.291 According to Ukraincev, reflection as an 
objective property of matter forms the 'natural foundation' of infor­
mation.292 Novik is convinced that information can be explained con­
tentfully only with the help of the Leninist theory ofreflection.293 

There is a special tone to the question 'what is information?' in Marxism­
Leninism because it is posed in the context of the 'basic question of 
philosophy'.294 In accordance with the materialist answer to the basic 
question, all spiritualist or dualist interpretations, i.e., those which do 
not correspond to materialist monism, are rejected.295 But, consciousness 
is recognized in dialectical materialism as an ideal, immaterial, even 
though not independent phenomenon.296 This is why the Marxist­
Leninist philosophers have to deal with the question as to whether in­
formation is to be seen as material or ideal. This again takes place in the 
context of the doctrine of reflection. 

In line with the above quotation the dialectical-materialist handling of 
information tries to show that cybernetics 'confirms' dialectical ma­
terialism, especially the doctrine of reflection; even if we abstract from 
the fact that philosophical reflections about science cannot serve to 
confirm any given philosophy but only to provide a more or less adequate 
interpretation, this Marxist-Leninist claim is not justified.297 Works on 
the subject evidence so many views and there are so many gaps in the 
treatment that some Marxist-Leninists themselves stress that it is too 
early to speak of final and definitive solutions.298 

11.2. THE NATURE OF INFORMATION 

The main question is that on the 'nature of information'. The answer lies 
in an explication of the meaning of 'information' or the definition of a 
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general notion of information. The dialectical-materialist view on con­
cepts and categories in general is a hindrance to defining a clear notion 
of information. The categories are held to develop historically299; they 
are 'mobile'; each investigation 'expands and deepens' understanding of 
them and discovers hitherto unknown 'facets'. Thus, many Marxist­
Leninist philosophers, in their definitions of information, start with 
specific problems or define information relative to single philosophic 
categories. There is, therefore, little discussion of information in a larger 
context. 

One can divide the proposed concepts of information into two large 
groups. Some authors hold information to be a structural property of 
things, systems or processes. Within this group, there are quite diverse 
definitions of information (Chapter 13). The other group is more homo­
geneous. They hold information to be a special form of connection between 
systems and processes or their structures. Among them are those who 
define information with the help of the notion of reflection (Chapter 12). 

This division into two groups more or less corresponds to a division 
concerning the foregoing formal and mathematical representations. 
While the notion of information as a connection relates to correlative 
information measures, above all to isomorphy, the view of information as 
a structural property relates to the interpretation of information measures 
as the measures of the structuring or organisation of any objects.30o 

11.3. THE OBJECTIVITY OF INFORMATION 

In the explication of the 'nature of information' Marxist-Leninist 
philosophers are constantly worried about the 'objectivity of information' . 
This objectivity is prerequisite to any further dialectical-materialist 
discussion of information.30l What is meant by 'objectivity of infor­
mation' depends in the first place on what one means by 'information' 
and 'objective'. 

'Objective' designates the opposition to subjective; for dialectical 
materialism the subjective is that which is exclusively dependent on 
consciousness. According to this negative definition, 'objectivity of in­
formation' means that information is something which does not depend 
on the subject. In a positive sense, 'objective' or 'objectively and really 
existing' means whatever is material. But, on the basis of the epistemolo-
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gical definition of matter, 'material' is again equated with 'existing 
independently of consciousness'.3Dz 

The content of knowledge, to the extent that it accurately reflects 
the material world, is also considered objective. The 'objectivity of infor­
mation' depends on which notion of 'objective' one has in mind. This 
will be illustrated by means of some of the arguments used. 

Dialectical-materialist philosophers point out that information proces­
ses occur independently of consciousness; this leads them to the conclu­
sion that information exists objectively. Such arguments are often based 
on the simple use of the word 'information'. 'Genetic information' is said 
to be transmitted independently of human consciousness; in cybernetic 
machines and communication devices 'objective information processes' 
take place. The latter is seen as the strongest argument in favor of the 
'objectivity of information' and, therefore, as indicating the direction of a 
Marxist-Leninist investigation of information. 

However, human information processes are not independent of con­
sciousness. For Marxist-Leninist philosophers, information is ideal in 
such processes and, therefore, does not exist objectively. Thereby, the 
problem of the 'objectivity of information' leads back to the question as 
to whether information is material or ideal. Solutions to this problem 
generally follow the model of the doctrine of reflection (especially 
Chapter 12). 

For the writers who define a general concept of information with the 
help of the notion of reflection, ideal information corresponds to ideal 
reflection. As in the case of ideal reflection, it is stressed that ideal in­
formation cannot be separated from material phenomena, that in­
formation is always 'carried' or 'transmitted' by material things or 
processes. This is usually meant literally; consequently, in human com­
munication processes the structure of the means of communication is 
often not distinguished from the content which is transmitted. Whenever 
'information' is taken to mean the content of knowledge itself, one makes 
clear that this information is determined by material objects. 

In Marxism-Leninism, conditions ofHfe and social relations also count 
as objective and material. It is especially those philosophers who ex­
pressly discuss ideal information in perceptual processes (Chapter 14) or in 
communication and semiotic processes (Chapter 15) who stress the 
determining character of material factors of this kind. 
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As mentioned above, some philosophers understand 'information' as a 
structural property of material things or processes. For them - as for 
those who define information as a particular connection of material 
objects - information seems definitely to exist objectively. Yet, as a rule, 
they give the impression that these objective, structural properties are 
perceived and evaluated with the help of information measures (especially 
Chapter 13). However, information as structural property is mainly dis­
cussed in its connection with material structures and processes and not 
in this epistemological context. 

The difficulties which appear in dealing with the 'objectivity of in­
formation' can be traced back to the unfortunate identification of 
'objectively and really existing' with 'material'. It has to be recognized 
that human consciousness - better, human spirit - really exists and can 
be made the object of philosophic investigation if one wants to deal 
objectively with ideal information processes.303 

11.4. THE UNIVERSALITY OF INFORMATION 

In one way or another all Marxist-Leninist authors speak for the 'ob­
jectivity of information'. They differ as to whether 'information' means 
something universal. Objectivity and universality are not the same. Dia­
lectical materialism uses 'general' to designate that which is common, 
which objectively exists in a multitude of material phenomena. The content 
of general concepts consists in these common traits. 'Universal' or 
'attribute' of matter is used to designate what is common and objectively 
existing in all material phenomena. Thus, universality implies objectivity. 
This is why the dialectical-materialists are constantly concerned about 
the most general possible notion of information. Further, they are looking 
for a philosophic concept and philosophic concepts are defined as the 
most general concepts.304 Finally, the generality or universality of'in­
formation' is supposed to make clear why the methods of information 
theory are applicable to the most diverse realms of reality. 

However, behind the problem of the 'universality of information' lies a 
basic problem of dialectical materialism: the monistic thesis that the 
unity of the world consists in its materiality has to be reconciled with 
recognition of the multiplicity of things and the variety of phenomena. 
According to dialectical materialism, there are insurmountable differen-
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ces between the various realms of reality and higher qualities cannot be 
reduced to lower ones.305 The doctrine on the different forms of reflection 
is an example of how they conceive of the qualitatively different realms of 
reality as united in one matter: between the different realms of reality 
there are common traits as well as differences. The qualitative differences 
result from the self-development of matter. This solution is used as well 
in dealing with that variety of phenomena covered by the designation 
'information' . 

The 'universality of information' is in dispute because quite different 
general concepts of information have been suggested and even in the 
case of seemingly identical definitions of information, the presuppositions 
often differ. It is generally the case that the definitions and arguments 
offered in favor of the universal character of information in a dialectical­
materialist sense are not convincing. 

Where information is connected with reflection, the problem of the 
'universality of information' involves the question as to whether reflection 
is a universal attribute of matter. And this question still remains unclear. 
Since, however, the authors relevant in this context uncritically presup­
pose the 'universality of reflection', we will deal with this question 
separately (Chapter 14). But, only a few philosophers infer the 'universality 
of information' from the supposed 'universality of reflection.' The others 
admit speaking of 'information' only in conjunction with animals or 
complex dynamic systems. They generally hold that information pro­
cesses are found only where there are control processes. 

For those who define information as a structural property it is easy to 
introduce a general structural property such that the term 'information' 
has general meaning. The 'universality of information' would then mean 
only that all material phenomena are structured. But this is not all they 
can mean since they discuss information as a structural property mainly 
in relation to information processes and systems with a clearly complex 
organisation. 

Thus, the concept of information is generally not used as a concept 
with general, ontological relevance. This means that it can hardly be 
considered a philosophic category.306 This is not surprising, because the 
discussion on 'information' touches on problems of the specific differ­
ences between different realms of reality - as one would expect from a 
philosophic discussion of scientific views and results. However, the 



124 INFORMA TION AND REFLECTION 

domain between science and ontology where the discussion takes place 
is only fleetingly touched upon by the Marxist-Leninists.307 And the 
effects of this can be seen in the present instance. It is often difficult to 
detect the generality with which they want their statements to be taken. 
They often switch directly from descriptions of cybernetic states of 
affairs or special conceptual proposals to propositions to which they 
attribute a quite general meaning. 

The foregoing has shown that the discussion on 'information' mainly 
involves questions of differences to be treated by regional ontologies. 
In its dialectical-materialist context the question on the 'objectivity of 
information' concerns the distinction between ideal information and 
phenomena, which can be designated as 'material information'. Connec­
ting the problem of the 'universality of information' with that of the 
'universality of reflection' leads to efforts to solve it by giving a meaning to 
'reflection' in inorganic nature. 

A further difficulty involves finding a place for cybernetic information 
processes, seen as 'concretizations' of reflection theory, within a system­
atic philosophy. As products of mental effort, cybernetic devices are not 
themselves objects of natural philosophy, i.e., the kind of considerations 
contained in the doctrine of reflection. Only some aspects of some proces­
ses in these devices correspond to a few processes in the realm of the 
living.30s The Marxist-Leninist philosophers themselves stress this fact. 
In the discussion of specific problems, however, processes in cybernetic 
systems are often included without further ado among the forms of 
reflection. Because of the peculiar character of technical devices - as 
realisations of ideas with the help of inorganic, artificial materials - this 
leads to some inconclusive assertions. 

11.5. CONTENTFUL INFORMATION THEORY 

In their judgement of information theory, Marxist-Leninist philosophers 
stress that in its contemporary form it includes only the quantitative and 
formal aspects of information. Philosophical investigations should 
supplement this with 'contentful and qualitative' aspects, should consider 
the qualitative differences between various realms of reality, and should 
thus come to a 'concrete' concept of information. 

It is noteworthy that the structural and functional characterizations 
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are often viewed as the qualitative and contentful definitions one is 
looking for. Further, the coincidence of various phenomena from a 
quantitative and formal point of view is seen as a confirmation of the 
quite contentful thesis on the materiality of the world. In support of this 
they often quote Lenin's remark that the unity of nature can be seen in 
the fact that differential equations are applicable to different realms of 
reality.309 

Often repeated is the demand for a contentful information theory, in 
which contemporary information theory would be incorporated. Since in­
formation theory abstracts from the meaning and value of messages, one 
is looking for a theory which would include such meaningful aspects. 
However, these generally remain empty demands. For years the same 
works have been cited as the beginnings of a contentful information 
theory.3l0 However, these works have a formal character. In conjunction 
with recent discussions of semiotics, one has begun to discuss the meaning­
ful aspects of messages and signs on an appropriate basis (Chapter 15). 
A closer connection with physics is seen as another path to a contentful 
discussion of information (Chapter 13). However, the attempt to put no­
tions of information theory on the same level as those of physics tends 
to lead to erroneous conclusions. 



CHAPTER 12 

INFORMA TION AS CONNECTION 

Through signal processes complex dynamic systems are interconnected 
with their environment and their sub-systems with each other.311 This 
circumstance is cited by those Marxist-Leninist philosophers who define 
information as a form of real connection between material structures 
and processes. The concept of information as connection is easy to relate 
to the concept of reflection, which speaks of a connection between 
material phenomena. There are various opinions about the relation 
between information and reflection. Since the authors in question here 
hold reflection to be a universal property of matter, the question arises as 
to whether this is true of information, too. This question breaks down 
into two special questions. It first has to be asked to what extent the 
suggested concepts of information are applicable to inorganic processes. 
In this connection they also discuss the relation between information and 
any kind of causal connection. There is, second, the question about the 
specific nature of human, ideal information processes, i.e., as to whether 
information is to be seen as material or ideal. Before going into these 
questions, we will indicate the notions that these authors take from 
cybernetics in clarifying the notion of information. 

12.1. A CYBERNETIC NOTION OF INFORMATION 

The philosophic concept of information should be a generalization of the 
scientific, cybernetic one.312 The philosophers in question indicate -
although not unanimously - the following as the characteristic moments 
of the cybernetic concept of information: 313 

(a) Information is a definite form of connection or relation between at 
least two objects (or processes). The basis of this connection is the inter­
action between material phenomena.314 Or: information is a real, 
triadic relation between message source, channel and receiver.315 
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(b) Information is a type of causal dependence. 
(c) Information is a process which leads to an isomorphic relation 

between the structures of the two objects connected by the process. 
(d) Information is a relatively constant isomorphic relation which is 

preserved when one signal is converted into another. Information is a 
structural equivalence between signals (physical carriers of informa­
tion).316 Information is an isomorphic correspondence between an 
external event and a signal in a system.317 

(e) Information has signal character, i.e., is independent of energy­
relations.318 

(f) Information is always bound up with material organization; 
it is, therefore, a property of matter which is organized in a certain 
way. 

(g) Information occurs only along with control. Control and infor­
mation are correlative concepts.319 (Information plays an active role in 
control systems.) - On the contrary: 

(h) Information is not bound up with a specific form of the motion of 
matter; it is rather a property of all realms of being.32o 

Some writers take one or another of these definitional elements as the 
definition of the philosopical concept of information. The full meaning of 
such brief definitions becomes clear, of course, only within the context 
of the problems discussed. 

It should be noted that in most of the definitional elements 'signal 
process' could be substituted for 'information', in the sense that we 
described signal process in the section on signal determination.321 But, 
most of the authors mentioned here take 'signal' in the sense of carrier 
process. One often finds expressions like 'signals are carriers of infor­
mation', 'information is contained in processes', 'information is always 
bound up with signals'. This indicates that, as a rule, they take 'info~ma­
tion' to mean the signal structure. 

Most of the definitional elements given above can be immediately 
applied to reflection. One definition of reflection which stems from 
M. Cornforth and is constantly found in works on information reads as 
follows: "The process of reflection includes a mutual connection between 
two distinct material processes such that the peculiarities (osobennosti) 
of the first process are reproduced in the corresponding peculiarities of 
the second." 322 One can ask if there is then any difference between in-
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formation and reflection. The more detailed statements on the relation 
between reflection and information will also touch upon this difference. 

12.2. VIEWS ON THE RELATIONSHIP BETWEEN 

REFLECTION AND INFORMATION 

The accounts of the relation between reflection and information serve, 
among other things, as demonstration of the 'objectivity .of information'. 
They mostly lead to formulations like 'Information is an aspect of reflec­
tion', 'Information is ordered reflection'. Such formulations will often be 
met in what follows. Here we will mention only a few views on this 
relation, which will lead to a discussion on the 'universality of information'. 

12.2.1. Information as Contentful Connection 

B. S. Ukraincev defines information as the "special form of general 
connection" which appears in control systems. He conceives control 
itself as active reflection with the following justification: control is not 
just the change of some object; rather it contains an "active principle" 
which, seen historically, appears together with the simplest forms oflife.323 

As mentioned above, reflection is for Ukraincev the 'natural foun­
dation' of information. In the explanation of this viewpoint he dis­
tinguishes in a control system between the central "control apparatus" 
and the peripheral elements ("reflection elements") which can receive 
the influences of external objects and which are connected with the 
control apparatus through message channels. Reflection is for him the 
result of these influences in the reflection elements. According to Ukrain­
cev, "reflection becomes information" when any parameter ofthe message 
channel changes under the influence of reflection (modulation). This 
modulation occurs following the "content" of the reflection, which is 
determined by the external object. For Ukraincev, what is special about 
the information connection is that there is a connection between the 
content of reflection and the control apparatus.324 

This connection is achieved through signals which are physical or 
physiological "representatives" of reflection. And, for Ukraincev, it is the 
property of reflection which is the basis for the transmission of signals 
along message channels as well as for the conversion of signals into each 
other.325 This is the essence of the matter for him: information depends 
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on re:fl.ection but not vice versa. Information stems from re:fl.ection (the 
result of an in:fl.uence) and re:fl.ection (the property of matter) is, as basis 
for signal processes, the "substratum of information". 326 

There would be no problem with Ukraincev's view of the matter -
essentially a mere description of cybernetic facts - if he would avoid 
ambiguous uses ofthe words 're:fl.ection' and 'content'. For, processes of 
physical interaction form the basis of signal processes; in control systems 
the signal structures depend, through these 're:fl.ection elements', on the 
structures of in-coming signal processes.327 'Re:fl.ection' could justifiably 
be seen as a general designation of any structural dependence: but 
re:fl.ection would then not be the 'substratum' of the physical carrier 
process. Information would be nothing but re:fl.ection within the system. 

The whole thing becomes especially problematic when Ukraincev goes 
on to write that information is stored in the memories of men, animals 
and machines, and transmitted through language, nervous systems or 
technical channels.328 He does not add that 'information' means only a 
common aspect of these states and processes. This negligence allows him 
to make statements like: the structure of a means of transmission cor­
responds to the structure of discourse and therefore to its content; in­
formation is the content not only of past and present events but also of 
future ones.329 But, future events cannot influence the reflection elements 
and be changed into information (signal structures). This problem of 
'content and structure' will come up again below. 

We should keep in mind that Ukraincev holds that without control -
which requires some organization and, therefore, does not appear in 
inorganic nature - there is no information. He agrees with I. A. Poletaev 
that signals appear only in organized systems.330 

12.2.2. Information as an Aspect of Reflection in Control Systems 

N. I. Zukov basically holds the same view as Ukraincev. But he defines 
information more generally, as "aspect (storona) of reflection", as one 
'side' among others, e.g., the energy aspect. As a result, his description of 
information parallels the usual one of re:fl.ection. For him, reflection also 
includes, in addition to the selective reproduction of influences, the 
responsive reactions of a system. This means that information appears at 
all stages of the reflection process: in the stimulus, in the internal proces­
ses, and in the reaction of the system.331 
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But, according to ~ukov, this is true only of control systems like 
animals. Any stimulation by an object carries information only after the 
appearance of a conditioned reflex. In this sense, he sees information as a 
form of the connection between animals and the objects which they 
"control" (with which they deal). Zukov therefore holds that general 
reflection - the isomorphic reproduction of influences in any object -
does not contain information.332 

In opposition to these views of Zukov and Ukraincev, K. E. Morozov 
maintains that information processes also occur in inorganic nature. For 
him, the property of reflection is general. Where there is reflection, in­
formation is also transmitted; for, if system Y reflects another system X, 
then Y also contains information about X. This seems to be a simple 
terminological convention. However, Morozov goes on: Y contains 
information about X if X influences Y and causes changes in Y, which 
enable one to infer the state of X.333 Morozov implicitly presupposes 
someone who judges the changes in Y. 

12.3. THE UNIVERSALITY OF INFORMATION AS A 

MATTER OF VIEWPOINT 

The different views on information are the result of speaking from 
different viewpoints. The divergent opinions of Ukraincev and Zukov, 
on the one hand, and Morozov, on the other, provide an example. They 
agree that reflection is a general property of matter but they have differing 
views on the 'universality of information'. 

In essence, Morozov begins with a sign situation. He speaks as a sign 
user about natural signs (the changes in Y, caused by X).334 He takes an 
internal standpoint, since in his definition of information he does not 
explicitly take the sign user into account. He attributes the information 
(sign information 335) to the sign vehicles themselves, although it is 
determined only by the whole sign situation. In other words: he calls the 
changes caused in Y by X, 'information'. Instead of 'Y contains infor­
mation about X', Morozov should say: 'Y can be taken by someone as 
sign of X'. 336 The supposed 'universality of information' consists, there­
fore, in the fact that there are causal connections everywhere and a causal 
connection can provide the basis for a natural sign. 

Ukraincev and Zukov, on the contrary, speak about a situation, 
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especially about a signal situation.337 They take an external standpoint. 
From that position it is easier to name all the conditions for information 
or signal processes. For them, a reacting signal system is an essential 
condition. Therefore, information is not universal for them. Aside from 
the question of 'universality of information', the three philosophers are 
agreed that there are in information processes causal connections, even a 
type of structure transmission. But, this is only one of the conditions of 
information processes. 

A. M. Korsunov and V. V. Mantatov also take an external position. 
Having compared the above cybernetic concept of information with the 
concept of reflection, they define information as "active form of reflection", 
as "means of control". This is because information depends on the active 
relation of a system (animal) to the milieu (of man to his practical 
activity). Just as for Ukraincev, activity is for these two authors an 
explicit condition of information processes, although they give an 
erroneous impression in that they attribute activity to information (or 
reflection) itself.338 

In some texts the two viewpoints are mixed.339 An internal standpoint 
is often taken by those philosophers who talk about the relation between 
information and causality, as we shall see below. 

12.4. CAUSAL DEPENDENCE AND INFORMATION 

In all of the discussions on the 'nature of information' the concept of 
causality is at least mentioned although not discussed in its own right. 
Causality (or interaction which includes it) is generally seen as the basis 
for the coming-to-be of isomorphic relations. According to B. S. Grjaznov, 
the structure of the cause affects in some way that of the effect. N. A. 
Musabaev claims that in every member of a causal chain a structure is 
transmitted.340 Some dialectical-materialist philosophers have explicitly 
taken up the question as to the mutual relations between the categories of 
causality and information. Their intentions: to expose a further aspect of 
the "nature of the information process"; to "enrich" the content of the 
category of causality itself; or to achieve a definition of information 
with the help of this category.341 

These tasks are complicated by the fact that another, related, but more 
general problem is usually mixed into the discussion. This problem con-
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cerns the relation between causality and functionality; more precisely, 
the extent to which causal relations are reducible to functional relations 
and thereby formalisable. Such problems concern, on the one hand, the 
tasks at hand to the extent that 'information processes' means simple 
signal processes; on the other hand, they have to do with the delimitation 
of causality and law and belong to the more general problem of con­
ceptualizing actual modes of determination. There are very divergent 
views in this domain 342, depending, at least in part, on whether one is 
focusing on 'causality', 'causal process', or 'causal relation'. While most 
Soviet philosophers do not see causality as reducible to functional 
dependence, others see this as an open question. 343 

But clarification of the relation between causality and functionality is 
not decisive for the views of these philosophers on 'information'. For 
example, 1. N. Brodskij discussed this relation thoroughly344, but then 
came to the following view on information: if one knows a causal 
connection and the laws concerning it, one can infer from the effect to the 
cause or from a phenomenon (cause) forward to its effects, if only with 
some probability. Therefore, according to Brodskij, a cause carries in­
formation about the effect and vice versa.345 

Similarly, A. A. Markov - in the course of suggesting that cybernetics 
be defined as "science of causal nets" - defined information with the 
help of functional dependence: an event A carries information about 
event B thanks to a set M of natural laws known to us, provided the 
appearance of B can be inferred from that of A with the help of M. In 
other words, the cause contains information about the effect.346 

In these definitions sign information is again attributed to both 
causes and effects themselves, but only relative to human knowledge. 
However, such a concept of information is not applicable to processes 
in cybernetic devices when taken by themselves. This seems to be P. 1. 
Dyslevyj's view when he faults Markov for not having thereby clarified 
the specific causal dependences which are examined in cybernetics.347 

But Markov and Brodskij are not looking for the role of causality in 
cybernetic processes; rather they are talking about an aspect of any 
causal connection which could be called 'information'. Thus, in the 
causal connection Brodskij distinguishes a physical aspect, which includes 
pa(tial-temporal and energy relationships, from an informational aspect 
sinformacionnaja storona). To the informational aspect he reckons the 
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fact that our knowledge about a causal connection or about real functional 
dependences between certain elements makes the elements of one side into 
"signals, carriers ofinformation" about the other. He also puts on the infor­
mational side the transmission of a structure from the cause to the effect.348 

But the two ingredients of the informational aspect lead Brodskij to an 
ambiguous use of 'information'. It is true that he explicitly names the 
sign user who here uses a sign which is both symptomatic and iconic349, 
whence 'information' means sign information. On the other hand, he 
claims that there are information processes which are independent of 
human consciousness and given with every causal process.350 'Infor­
mation' here, however, means the transmitted structure. What a trans­
mitted structure is and how it is to be distinguished from the physical 
aspect can only be decided in reference to a signal system.351 Not just 
any causal process is an information process. 

12.5. MATERIAL AND IDEAL INFORMATION 

From the foregoing we see that an acceptable concept of information 
is not applicable to phenomena of inorganic nature. One can ask if a 
general concept of information can be justified for the rest of the realms 
of reality. This question has been discussed many times by the Marxist­
Leninist philosophers; namely in the context of the question as to 
whether information is material or ideal. We have already indicated that 
this question poses the problem of the 'nature of information' within the 
context of the 'basic question of philosophy'. Such a posing of the 
question carries the danger of trivializing the distinction as, e.g., in a 
question like: of the triad, 'matter, consciousness, information', which 
member is in which respect 'primary' or 'secondary'.352 

A series of issues are involved in dealing with this problem. First of all, 
it is important to know if one attributes to the 'basic question' an onto­
logical relevance as well as an epistemological meaning. For the most 
part, the Marxist-Leninists maintain a basically epistemological view­
point.353 It is also important to know how cybernetic and information 
methods and technical processes are evaluated. Where the philosophers 
go beyond a very general handling of the problem, there are more specific 
questions: e.g., the relation between signal and information, or between 
structure and meaning of an information carrier. 
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A discussion of the 'nature of information' in the context of the 'basic 
question' is to be found principally among the East-German philosophers. 
G. Klaus, who has presented cybernetics as a whole "from a philosophic 
viewpoint", is the initiator of the discussion. He asked the question 
"What are information and communication when seen 'ontologically' 
and epistemologically?" 354 His answer is: information is "a whole made 
up of a physical carrier and a meaning".355 Answering G. Gunther, he 
writes: "Information is not a third, independent, existential component, 
added to matter and consciousness; it is a complex in which material and 
conscious components are forged together in a very special way, ... which 
justifies speaking here of a special quality, ... " 356 Such vague specifica­
tions led to criticism and to further development of the problem. 

12.5.1. The Ambiguity of'Meaning' 

The question as to whether information is material or ideal can be most 
simply answered by declaring it to be irrelevant. To do this one need only 
define information as a purely logical relation which can then be inter­
preted as cybernetic or ideal information, without attributing any 
ontological relevance to the 'basic question'. This is in fact done by 
Marxist-Leninist philosophers like V. Stoljarow, K. H. Kannegiesser, 
L. B. BaZenov.357 

But if it is claimed that the different forms of information have some­
thing essential in common then it is not enough to interpret these forms 
as different cases of just one logical relation. In linguistic communication 
processes, the linguistic signs mean an intelligible content while the signal 
processes in communication devices cause changes of state of their com­
ponents. One must justify speaking of 'information' in the two cases. 

This justification is often provided only verbally by the Marxist­
Leninist philosophers in that they use words like 'meaning' or 'infor­
mation content' ambiguously. Thus, Zukov explains that information 
has for men a definite "ideal value" while machines have to do only with 
the material housing of ideal information, so that the "information signs" 
have only a "material meaning" for them.358 This can be passed over as a 
mere manner of speaking. But in the case of H. Metzler we have more 
than just a manner of speaking. For, in his eyes, the danger of an "ideal­
ist" interpretation of information lies precisely in the fact that one can 
strictly separate material and ideal information.359 
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Basing himself on cybernetics, Metzler defines information as an 
objective connection with the character of a flux, as a transmission of 
structures between systems.360 He holds information in human com­
munication processes to be the objective content of knowledge (reflec­
tion), because in communication processes an objective state of affairs, 
i.e., the content of a reflection, is communicated. The signs used here 
have a meaning. By 'meaning' Metzler means the relation of knowledge, 
which is tied to a sign, to objective reality.361 

In order to avoid the danger mentioned above, Metzler holds it 
necessary to show a "meaningful" aspect in cybernetic information 
processes, too. He suggests that information in the "physical" (physika­
lischen) realm also be taken as objective content of reflection, as the struc­
ture transmitted from one object to another.362 But Metzler is using 
'objective content' in two different senses here: as cognitive content and 
as relation between structures of physical objects. Relative to human infor­
mation processes, this means that the structure of the means of communi­
cation is identified with the intelligible content of a report communicated. 

12.5.2. Specification of the Problem 

As mentioned above, the posing of the problem as to whether infor­
mation is material or ideal in the context of the 'basic question' is too 
undifferentiated. This has been seen by H. Vogel, one of the few phi­
losophers to attribute an ontological meaning to the basic question.363 
He suggests the following distinctions as a beginning: 364 

(A) Material realm (objective reality): everything which exists in­
dependent of and external to any consciousness; either 
(a) independent as matter, or 
(b) as property of matter. 

(B) Ideal realm: everything which exists in dependence on conscious­
ness; either 
(a) objectively, i.e., independent of a concrete consciousness 

(epistemological subject), without being objectively real; or 
(b) subjectively, i.e., only in a single consciousness. 

Vogel now answers the question as to whether information is objectively 
real or only objective, with the help of the example of a written letter: 365 
the "information content" 366 of a letter is not independent of every con­
sciousness (the writer), but in its "further existence and possible efficacy" 



136 INFORMA TION AND REFLECTION 

it is independent of this concrete consciousness. Therefore, information 
is not material but ideal, not subjective but objective. 

But Vogel sees cybernetics as posing the following question: 367 is 
his characterisation of information also valid for cybernetic devices -
which, for him, receive and grasp information without human inter­
ference (realm A, b) - or is a mental dimension to be attributed to such 
devices? In opposition to Klaus, Vogel thinks that technical, self-regu­
lating systems react not only to information carriers but also to 'semantic 
content'. He bases this view on the fact that the reactions of these 
systems can be explained only through the semantic content. Thus, 
Vogel concludes that information belongs to two domains: the objective­
ideal domain and that of material properties. 

But what is not explained is what relation there is between these two 
types of information. Vogel only notes that the belonging of information 
to two large realms of reality shows that the two realms have common 
traits. This can be understood from the fact that the ideal is a property 
and developmental product of the material. In cybernetic systems the 
effect of information is always material; a "conversion" of material in­
formation into the ideal can take place only in human consciousness.368 

One must ask Vogel two questions: is information really independent 
of a subjective consciousness? To what extent can one speak, in his 
sense of the terms, of two types of information which can be converted 
into each other? Vogel's explanations, which are intended to answer these 
questions, are clearly unsatisfactory since he presupposes (a) that infor­
mation causes reactions of a system (of a man or an apparatus), (b) that 
the reactions can be explained through the information. It is true that 
letters continue to exist but their 'possible efficacy' depends on the con­
tinued existence of men and on their attempts to read the letters. The 
content of a letter - Vogel's 'objective-ideal information' - exists only 
as the content of a conscious act and is, therefore, not independent of 
a subjective consciousness. The case of the 'semantic content' of signal 
processes ('material information') is quite similar. First, Vogel's distinc­
tion of two types of information is unjustified since cybernetic apparatuses 
are, as human products, related to the realm of the letters and not to 
that of the material properties. This is why their 'reactions' are to be 
understood only from the operational meanings of the signal processes. 
In this sense, Vogel is correct. By 'signal processes have operational 
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meaning' we mean here that the signal processes lead according to the 
construction of the devices to the desired effects. Thus, it is not a question 
of 'material information', of which 'ideal information' would be a develop­
mental product. The reverse is the case. Human ideas lead to the construc­
tion of cybernetic apparatuses with signal processes. 

12.5.3. Information as Semantic Relation 

W. Thimm takes up something which is often ignored by the authors we 
have previously mentioned: the connection of information processes with 
human consciousness. Thimm accuses some East-German philosophers of 
confusing signal with information. He sees this as the cause of many 
confusions and contradictions: e.g., consciousness produces the semantic 
content of information but cybernetic systems are information-processing 
systems 369; every flow of information is bound up with energy and every 
energy-flux also carries information.370 Following W. Meyer-Eppler, 
Thimm makes the following distinctions: 371 

A signal is a structured material carrier; more precisely, a unity of 
any material carrier and a definite structure which characterizes the 
state of the carrier as well as that of the signal source. It follows, ac­
cording to Thimm, that a signal is a phenomenal form of universal 
reflection. 

The "semantic" (meaning) of a phenomenon is its relation to human 
consciousness. The semantic is always subjective because it can never be 
separated from human consciousness. 

Information is the connection between signal and semantic. 
But Thimm does not hold to his definitions when he later notes that 

information is the "semantic relation" between signal and consciousness, 
and can be grasped as the "unity of material carrier, structure and 
semantic". Information, therefore, is a union of two different forms of 
reflection: one objective (the signal) and one subjective (the meaning). 
Further, Thimm sees information as the "essence" of consciousness, 
because information is to be taken as the expression of semantic relations, 
and the essence of consciousness lies in the knowledge of semantic 
relations (contents of consciousness).372 

One can no longer tell if information and meaning are meant to be 
the same or if meaning is at the same time a content of consciousness and 
the latter's relation to the signal or to a material phenomenon. With the 
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exception of these inconsistencies, Thimm's statements seem to lead to 
the conclusion that 'information' can be mentioned only in the context of 
human consciousness. Such is the view of S. G. Ivanov: 'information' 
can designate only knowledge about something or someone.373 But this 
view, that information is bound up only with human consciousness, is 
rejected by the majority of Marxist-Leninist philosophers.374 Their task 
as they see it is to show that information exists objectively, independent of 
human consciousness. 

Further, Thimm clearly connects the problem of information with 
semiotic considerations. As mentioned above, semiotic questions have 
come to be discussed by Marxist-Leninists only recently. This discussion 
is mainly carried on in isolation from cybernetics. But we will return to 
this matter later.375 



CHAPTER 13 

ENTROPY AND STRUCTURAL INFORMATION 

Central to the foregoing descriptions were views of information as a real 
connection. These views generally followed the doctrine of reflection. The 
common starting point of the discussions which follow is the Shannon 
information measure, entropy H.376 However, the doctrine of reflection 
also plays a role here. Relative to entropy H, Marxist-Leninist philosophers 
have discussed a great variety of problems. 

They especially stress the circumstance that the mathematical formula 
for H coincides with certain formulae for thermodynamic entropy, if one 
leaves aside the multiplicative and additive constants.377 This circum­
stance, which we will henceforth call 'the coincidence of formulae', has 
given rise to speculation, and this not just within the realm of Marxism­
Leninism. Questions like whether information processes have anti­
entropic effects or what role information plays in processes of evolution 
will be dealt with here. 

These questions are connected with other notions which make it 
possible to interpret entropy H as an organisational or structural meas­
ure.378 This possibility leads to a view of information as a structural 
property of matter, of things or processes, of complex dynamic systems. 
It is particularly in the case of the investigation of complex systems that 
information as a connection will again play a role. Finally, we ,will 
examine how the relation between information as connection and infor­
mation as structural property is viewed. 

13.1. INFORMATION AND ENTROPY 

As we mentioned in the beginning, it is I. B. Novik who has advanced the 
demand for an explanation of the 'nature of information' in the context 
of a contentful information theory. For the construction of a contentful 
information theory, he sees two paths which are mutually complementary. 
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The first is by investigating the meaning of information for a receiver; the 
second is by making use of the coincidence of formulae. He himself has 
tried to follow the second path in some detai1. He asserts that in this way 
the contemporary, merely formal, information theory can be turned into 
more of a scientific discipline.379 

There are various views on how to interpret the coincidence of formulae. 
According to a great number of Soviet scientists, it is only the mathema­
tical expressions of thermodynaInic entropy and of information content 
which coincide - which leaves room for treatments only through analo­
gy.380 For I. I. Griskin, the concepts of information and physical entropy 
cannot be identified if only because the concept of information is "more 
versatile".381 On the other hand, others see in the coincidence of for­
mulae not an "accidental" but mainly an "essential" connection.382 
Philosophers like Novik, who hold for such a 'contentful' connection 
between information and physical entropy, can cite statements of 
eminent scientists in their favor. 783 The main foundations of their views 
will be presented below. 

13.1.1. A Principle of Negentropy of Information (a Digression) 

As to the point of departure of speculation about a contentful connection 
between information and thermodynamic entropy, one must mention 
that, in addition to the coincidence of formulae, there is the fact that 
Shannon did call the information measure H 'entropy'.384 In Wiener's 
works one can find some very general statements about information as 
measure of order and about the connection between information and 
entropy, especially between information transInission and "islands of 
decreasing entropy". He further calls the proposition that information 
can be lost but not gained in an information transInission a "cybernetic 
form" of the second law of thermodynaInics.385 This suggestion was 
mathematically formulated by L. Brillouin as the "principle of negentropy 
of information" in the context of an elaborate attempt to use information 
measures in the handling of problems of physics, especially of problems 
of measurement.386 

We will describe this principle of negentropy, which is - according to 
Brillouin - a generalization of the second law of thermodynaInics and is 
supposed to describe the relation between information and physical 
entropy, in some detail.387 The essentials can be seen from the mathema-
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tical formulation: the second law says that in a closed thermodynamic 
system the entropy S does not decrease, i.e., LlS~O. Brillouin now 
introduces another quantity, N, which he defines through 'N= -S' and 
calls "negentropy". With negentropy, the second law can be written as 
'LIN ~O'. Further, Brillouin divides S into two parts according to 
S=So-/' Now for the second law one has 'LI(So-l) ~O' or'LI(No+l) 
~O', where 'No = -So'. In these formulae I must itself be a physical 
quantity to be measured in units of thermodynamic entropy, if the 
formulae are to remain meaningful. Brillouin arbitrarily names I "bound 
information". This is all legitimate, if superfluous. 

For Brillouin' LI (No + I) ~ 0' is the mathematical formulation of his 
principle of negentropy of information. For him, this principle says 
that the sum of negentropy and information remains constant or de­
creases. However, he goes further and reads from this formula that 
bound information and negentropy can be "converted" into each other. 
On the contrary, one is only justified in saying: a given N can mathemati­
cally be divided into No and I in an arbitrary way. Finally, Brillouin 
further asserts that free information can also be "converted" into 
negentropy. By 'free information' he means, on the one hand, the in­
formation which is determined by Shannon's measure H. This merely 
formally defined measure does not establish anything definite as to 
content. Brillouin gives it a contentful interpretation by understanding, 
on the other hand, 'free information' as knowledge: free information is 
that which "someone can have in his head". 

Brillouin's considerations are not based on physical facts. His assertion 
that "information can be changed into negentropy and vice versa" 388 is 
rather the result of a confusion: for him, 'disorder' means the same as 
'ignorance'. For, he holds that thermodynamic entropy, which is 
normally circumscribed as a measure of the disorder in a physical 
system, is a measure of the lack of information about the factual struc­
ture of the system.389 

13.1.2. Information as Ordered Reflection; 'Heat Death' 

Two further theses playa role in Novik's views and they are also held by 
other Marxist-Leninists. These state that control and information 
processes are always correlated and that there is a connection between 
information processes and reflection as a universal property of matter. On 
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this basis, Novik proposes a general definition of information: 390 infor­
mation is the "ordered-ness (uporjadocennost') of reflection". In justifying 
this definition he joins with Wiener and Brillouin in holding that entropy 
represents in physics a measure of the disorder of a thermodynamic 
system; therefore, negentropy and information represent a measure of 
the order of a system. In analogy to Engels who defined energy as a measure 
of motion, i.e., as a measure of an attribute of matter 391, Novik defines 
the amount of information as measure of ordered reflection, i.e., as 
measure of an attribute of matter as well. This produces his definition of 
information. 

It is to be noted that Novik uses 'reflection' here not in the sense of a 
real relation, of a process or its result; rather in analogy to motion or 
energy, he takes it as a basic determination of matter. He carries the 
analogy between reflection and energy so far that he proposes as ex­
pansion of Brillouin's principle of negentropy a "summary law of the 
conservation of reflection" and speaks of a "physics of reflection".392 
After Ukraincev criticised Novik's concept of information and analogies 
as unintelligible, Novik no longer mentioned them.393 

The same is not the case with another view of Novik, namely that the 
construction of a contentful information theory also includes a demon­
stration of the anti-entropic nature of information. Novik holds that 
because of the connection between general reflection and information, 
information processes can be seen as an "important cosmic anti-entropic 
factor".394 The notion that information processes lead to anti-entropic 
effects was seized upon by many Marxist-Leninist philosophers 395, 
since it touches on the problem of a 'heat death' of the universe, which is 
attributed some special importance in dialectical materialism.39G We must 
at least mention this problem. 

If one assumes, with R. Clausius 397, that the second law of thermo­
dynamics is applicable to the universe and essentially determines its 
development, it follows that the universe is tending toward a state, where 
all energy is transformed into heat and is evenly distributed. In this state, 
physical entropy would have reached a maximum. It would mean the 
'heat death' of the universe. This conclusion contradicts the dialectical­
materialist principles that matter moves itself and develops ever higher. 
Further, it contradicts the eternity of matter in so far as the end of the 
universe in a heat death plus its contemporary state make it possible to 
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conclude to a beginning of the world. The conclusion to a heat death of 
the universe can be refuted by a dialectical materialism which holds only 
matter and its properties as causes in two ways: either one refutes the 
presuppositions or one joins Novik in showing there to be an anti­
entropic factor which works against such a levelling of energy. 

The view of information as a structural property of systems generally 
plays some role in the reflections on the anti-entropic effect of information 
processes. Both notions taken together provide a basis for a discussion of 
evolutionary processes. We will return to this later. But the alleged anti­
entropic nature of information should be demonstrable even for more 
limited contexts than that of evolution. As we shall see below, Novik 
has used the example of human work to illustrate the special nature of 
ordered reflection, i.e., of information. 

13.1.3. On the tAnti-Entropic Effect' of Information Processes 

Novik's view on the anti-entropic nature of information reads: 398 the 
ordering and therefore anti-entropic activity of men is connected with the 
fact that they receive and use information. But this is not a break with his 
view on the conservation of reflection. Information has, namely, a "double 
nature": the "costs" of the reproduction of information are smaller 
than their "power" to contribute to the ordering of the world. Similarly, 
control also has an anti-entropic character since it is a realisation of the 
"anti-entropic possibilities which are produced by information". 

In this form Novik's view is quite unintelligible. But some of the 
terms he uses - like physical 'entropy', 'activity' and 'information' in the 
human context - have a quite clear meaning. If one remains with these, 
one can see the extent to which Novik's view relates to real circumstances 
and the presuppositions underlying them. Since it is a matter of real 
circumstances, one can abstract from such terms as 'power' and 'possibili­
ties.' 

Novik has correctly seen that knowledge (information) serves to order 
the world sensefully, and that to do this on a large scale one must obtain 
and spread (reproduce) a lot of knowledge. The spreading of knowledge 
does not necessarily lead to a senseful ordering activity. These two 
actions are distinct from one another as are, in most cases, their 'costs'. 
By 'costs' Novik understands the "negentropic costs" which are often 
mentioned by Brillouin.399 Brillouin thinks that information must always 
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be paid for in terms of 'negentropy', i.e., that a gain in information 
always means that negentropy decreases. Novik's assertion thus means: 
the increase of thermodynamic entropy in information processes is 
smaller than the 'decrease of entropy' (anti-entropic effect) in sensefully 
ordering activity. 

This assertion is untenable for the following reason: all processes -
including both a spreading of knowledge and an ordering activity -
involve an increase of entropy in the thermodynamically closed environ­
ment of a process. (An environment of this kind can be artificially 
created; but our solar system can also be taken as such.) Therefore, one 
can take 'decrease of entropy' in the above assertion only as a metaphori­
cal expression ofthe fact that through senseful activity the visible order in 
the world grows. As already mentioned, concerning Brillouin and Novik: 
an increase of physical entropy is described on the other hand as an 
increase of 'disorder' in physical systems. This vague use of the word 
'order' is the real error. 

In statistical thermodynamics one theoretically defines the number of 
possible micro-states of a physical system which has definite measurable 
properties (temperature, pressure). The states which can be determined 
theoretically correspond to real states which the physical system with 
these properties can take on. The greater the number of these states, 
the greater the physical entropy of a system. If this number is large, one 
might speak of 'disorder' in the system. The physical entropy of the system 
may then be called a 'measure of disorder'. But the order which is due 
to human activity is not an opposite of this 'disorder'. Senseful order 
cannot be measured in terms of its physical entropy. The physical entropy 
of a system is strictly dependent on the temperature, which is not at all 
the case for a senseful order. Sensefully ordered elements (alphabetically 
ordered books; words ordered into a meaningful sentence) do not have 
to differ in their physical entropy from a meaningless ordering of the 
same elements. Only the physical laws as a whole provide a possible 
analogon in inorganic nature of such a senseful ordering. The second 
law of thermodynamics, the law of entropy, is itself - although in addition 
to many others - a component of this order. Consequently, in inorganic 
nature order understood in this way consists, among other things, just 
in the fact that this metaphorical 'disorder' increases or remains constant 
in a closed system. 
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Therefore, Novik's 'double nature of information' can only mean that 
knowledge gained can be practically used, but the gaining of knowledge 
always includes a physical process which, if one wishes, can be investi­
gated by physics. The 'double nature of information' thus touches on two 
aspects of man: he can know and he is also a physical system. Since 
information processes - as the gaining of knowledge or as signal proces­
ses - occur only in connection with such a privileged system400, they 
are not independent and, therefore, are not ordering factors in the cosmos 
as a whole. 

13.2. STRUCTURE, SYSTEM, ORGANISATION 

As mentioned above, information measures can be interpreted in various 
ways, including as organisation measures of structures, processes or 
systems.401 In this case 'information' has the very general meaning of a 
structural property which plays a great role in the Marxist-Leninist 
literature on 'information', along with its conception as a real connection. 
This will appear in the following three themes. Various authors have 
proposed a philosophical concept of information with reference to struc­
tural properties. Further, the concept of information as a connection and 
as structural property is used in the analysis of complex systems. In con­
junction with such analyses there is a discussion of the developmental 
processes of systems, where the supposed anti-entropic effect of informa­
tion processes is also brought up again. 

It should be mentioned beforehand that the categories 'structure' and 
'complex dynamic system' are gaining more and more importance in the 
works of the dialectical-materialist philosophers.402 Because of its 
general character, Griskin sees in the concept of structure a "concretisa­
tion" of the dialectical-materialist category of form.403 The concept of 
structure is often interpreted quite loosely. For M. F. Vedenov and V. I. 
Kremjanskij it includes the construction, change, interaction, total beha­
vior and development of a system: in short, structure is for them the 
totality of the laws of a system which determine its form and its be­
havior.404 

13.2.1. Information as a Structural Property 

Structures can be indicated in the case of any phenomenon. This caused 
some Marxist-Leninist philosophers to use the structural aspects of any 
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phenomena to define a general concept of information. Thus, for Vedenov 
and Kremjanskij structure is simply "information in itself".405 The 
dialectical-materialist requirement that the subjective aspects be excluded 
from the concept of information - that the 'objectivity of information' be 
shown - is easy to meet with such a notion of information. One only has 
to point out structured phenomena which are independent of conscious­
ness. 

According to A. D. Ursul, the usual description of the amount of in­
formation as the measure of knowledge or the indeterminacy of know­
ledge about the state of an object is subjective.406 He himself suggests a 
generalized concept of information which he finds prefigured by W. R. 
Ashby: the amount of information is a logical measure of the "diversity 
(raznoobrazie)" of a set of elements - of probabilities as in the usual 
definition of the amount of information, or of any elements.407 For 
Ursul this means that 'information' designates a general property of 
matter, namely diversity.408 Ursul supports his view by means of some 
statements ofV. M. Gluskov, who holds that the amount of information, 
quite generally, is a measure of the "diversification (neodnorodnost')" of 
the distribution of matter and energy in space and time as well as a 
measure of the changes in all processes.409 Every diversification carries 
some sort of information with it.410 

E. A. Sedov begins with the supposedly not just formal connection 
between information entropy and physical entropy and finds a common 
denominator for them in the "ordered-ness (uporjadocennost') of mo­
tion". Physical entropy is a "statistical measure of the unordered-ness of 
the motion of the micro-elements of physical bodies". He describes the 
amount of information as "degree of ordered-ness of the motion of code 
signs". For Sedov, the sequence of symbols, namely, represents a type of 
motion.411 As was mentioned previously, there would be no objection to 
such a description, if it were not intended to express a close connection 
between information and physical entropy. 

In contradistinction to Ursul, M. Andrjuscenko and B. Axlibininskij 
begin by understanding Shannon's H as a measure of the indeterminacy 
of a system itself. But then they erroneously take' - H' as the mathemati­
cal expression for the amount of information. They conclude that the 
amount of information is a "measure of determinacy" and information is 
"determinacy". This means that information is for them an objective, 
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universal property of all things and phenomena since all of these "possess 
some determinacy". 412 

On the whole, one can say of such concepts of information that they 
are of objective and even universal relevance, but only because they are 
defined for this. Yet they are too poor in content to express the character 
of information in information processes. However, this seems to be 
intentional on the part of the philosophers concerned and we will return 
to it below.413 

13.2.2. System and Information 

While the views just discussed only amount to various interpretations of 
Shannon's H, L. A. Petrusenko elaborates on the connection between 
information and system and control. His intention is to further substantiate 
the notion of the connection between information and reflection. This 
is why previously mentioned notions reappear here. In contrast to many 
other Marxist-Leninist writers, Petrusenko offers a series of quite clear 
definitions and distinctions. By 'system' Petrusenko understands a set of 
regularly (gesetzmiissig = zakonomerno) connected elements and their 
relations to each other. A system is a whole which has properties which 
are lacking to the various elements and relations. According to Petrusenko, 
it has the following essential characteristics: 414 

(a) sub-systems: single elements or relations or groups thereof: 
(b) a structure: a qualitatively determined, relatively stable ordering 

(porjadok) of the internal relations between sub-systems; 
(c) a level of organization (uroven' organizacii): a definite state ofthe 

structure in the temporal development of the system; 
(d) an input and an output, meaning that the system receives in­

fluences from the environment and, in turn, influences the environment; 
(e) a regular (gesetzmiissige) connection between the system as a 

whole and the sub-systems. 
Following his definition of the notion of system, he understands in­

formation generally as: 415 

(A) a property of "matter organized in a definite way"; i.e., of systems 
with definite levels of organization ("information systems"), since only 
these can use information; 

(B) a special connection between at least three systems of which at 
least one has a high level of organization and which must use the con-
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nection for the control of its behavior in a changing environment. (An 
example is the connection between such a system, a message channel and 
an information source.) 

Petrusenko specifically distinguishes between free and bound infor­
mation: 416 

(a) "Free or fluid" information is that which traverses the system, 
passing through input and output. It is an interaction or connection of 
the system in question with another system or the environment. It is 
particularly the realization of a possible state of the system. It always has 
the character of a process. Petrusenko also calls it "message (soobScenie)". 

(b) "Bound" information circulates within a system over feedback 
channels. It is a property ofthe system which makes it able to control and 
store information. It is in particular the realization of a possible state of a 
sub-system. It is either a process - and called "signal" - or it is in relative 
rest - and called "structural component" of the system. 

However, there is a basic error in Petrusenko's distinction between 
various states and processes: he everywhere uses the expression 'infor­
mation' but nowhere explains what it means. For him these states and 
processes are all "forms of information". The ambiguous use of the 
word 'information' leads to vague statements like: "bound information is 
a property which makes a system able to store information". This error 
leads to other incongruities; e.g., Petrusenko writes that these distinctions 
are to be taken "relatively", since system and sub-system can only be 
unclearly distinguished from each other; in this sense one can speak of a 
"transition" of different types and states of information into one an­
other.417 Thus, from this overall usage of the designation 'information' 
and the fact that systems can be analysed from different viewpoints, 
Petrusenko concludes to transition processes which are not further ex­
plained. 

The error also shows up in Petrusenko's explications of his subsequent 
explanations: 418 every signal is a message, particularly "information 
received in the form of a message". A signal always has to be considered 
in conjunction with the "meaning of information" and in its relation to 
past and future states of the system. In the "state" of a signal, "infor­
mation is used for control". But, a message is free of such relations and is 
only that which makes a sub-system into an "information channel". 
"Bound information in relative rest (structural components)" belongs 
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to the organization of a system; its storage is a negentropic process. 
Petrusenko, therefore, projects all processes and states of systems onto 

the same abstract level, where his work of definition is carried out and 
which he uniformly labels as 'information'. As mentioned above 419, he 
should have clearly stated that at this level only an aspect of processes in 
real systems is involved. This aspect should not be confused with others, 
giving this abstract level the appearance of concrete reality. If signals for 
Petrusenko are messages with meaning and relationship to past and 
future, then signals cannot come to be through a 'transition' from 
messages. If structure is abstractly defined with the help of elements and 
relations which remain undefined, the 'storage of structural compo­
nents' is no physical process, let alone a 'negentropic' one. The latter 
remark will play a role in considerations about the developmental pro­
cesses of systems because they are supposed to concern real processes of 
evolution. 

13.3. DEVELOPMENTAL PROCESSES OF SYSTEMS 

Those Marxist-Leninist philosophers who define information as a 
structural property or see in it an anti-entropic factor, generally also 
have ideas about evolution. We have already indicated two intercon­
nectable errors which can play a role in superficial statements on evo­
lution. The first consists in seeing in 'entropy' as disorder and 'informa­
tion' as order (or 'information process' as ordering factor) a pair of 
opposites while not explaining whether or not the same thing is referred 
to. In the second, one verbally connects structural properties and pro­
cesses as 'forms of information' without explaining the actual relations 
between these structures and the information processes. 

The efforts to describe the process of evolution in the terminology of 
thermodynamics and cybernetics can be seen as part of a more general 
effort to make mathematical and formal methods fruitful for the problem 
of evolution.42o These efforts could lead to an exact characterization of 
evolutionary processes but have to be supplemented by empirical data. 
The cybernetic proposals do not lead at all to mere formal descriptions; 
but, they are adequate for only some aspects of the evolution problem 
since they view animals only as 'information-using' and 'highly organized' 
systems. Presupposed for every viable solution of the problem is a general 
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characterization of living organisms, as hinted at by Vedenov and 
Kremjanskij.421 The core ofthe problem remains the finding of principles 
which are capable of explaining the phenomenon of evolution. 

This is why the efforts to treat evolutionary processes as developmental 
processes of cybernetic systems calion a series of explanatory principles, 
usually found in dialectical materialism. For example: every system 
contains a certain auto-activity; the interaction of a system with its 
environment leads to changes in the system; systems with new properties 
come to be in leaps after a certain accumulation of these changes; there­
fore, the higher, organized systems come to be from the simpler on the 
basis of the general interaction of the material world. In one form or 
another these principles are presupposed by all the philosophers with 
whom we are dealing here. Common to them, also, is the effort to support 
their own views about information by means of the phenomenon of 
evolution. Most of them only scratch the surface. Petrusenko's state­
ments are the most developed. 

Petrusenko describes the conditions of the coming-to-be of a system 
which uses information. He characterizes living systems as those which 
use information on the basis of a corresponding organizational level in 
order to maintain or increase the organizational level by means of control 
processes. He holds that one can use cybernetic methods in discussing 
the appearance of such privileged systems; e.g., of living from dead 
nature.422 

According to Petrusenko, the most important condition is that systems 
be capable of interaction. Interaction is the condition for the existence 
both of systems and of information. In particular, Petrusenko makes 
use of an elementary system which he holds to be made up of three 
elements: two variable sub-systems which can serve as input and output 
of the system, and the relation between them. (Such elementary systems 
could be used as units of measure for the quantitative definition of the 
organisational level of systems.) Although an elementary system is 
relatively passive in reference to external influences, it shows a certain 
activity and self-movement. As a result of the interaction of a system with 
its environment, the possible combinations of its sub-systems also include 
some which render the system more active, more adaptable to the en­
vironment and more able to develop. This makes possible the formation 
of feedback channels and control sub-systems which make the system able 
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to store information. This latter process results from the events in the 
system being compared with earlier events.423 

In principle, Petrusenko's contribution to the explanation of evolution­
ary processes is acceptable only if one accepts the basic materialist thesis 
that matter alone has produced life out of itself, as phenomena of 
interaction lead to qualitatively higher living systems. In addition, one 
has to presuppose that in the course of this interaction combinations of 
sub-systems with completely new properties come to be. 

In particular, the following should be noted in reference to this sug­
gestion: Petrusenko characterizes living systems as systems capable of 
using information in order to maintain or increase their level of organisa­
tion. This means to him that the system maintains or decreases its 
entropy.424 This identification is based on the error we pointed out in his 
definitions. In particular, his presuppositions contain the following two 
errors. First, he identifies high level of organisation with low physical 
entropy of a system. But the organisation level is defined relative to 
elements which cannot be interpreted as elements of a thermodynamic 
system. And the latter, in turn, are not sub-systems of a living system. To 
the second it can be said that one can see living systems as physical 
systems whose thermodynamic entropy remains constant or decreases. 
This comes to be through metabolism which brings energy to the animal. 
The entropy of the animal-milieu system increases through metabolism. 
The constant supply of energy is a presupposition of animal activity, 
including perceptual processes. These can be called 'information proces­
ses'; but the same is not true of metabolic processes. However, in per­
ceptual processes the physical entropy of the living system increases. The 
fact that an animal 'uses information', e.g., uses sensation in the search 
for and acquisition of food, is only an indirect reason for its level of 
organisation or physical entropy remaining constant. Such considerations, 
however, concern the characteristics of the living being and not its 
evolution. 

Such errors - above all, the unjustified identification of 'increase of 
information' with 'decrease of entropy' - are also to be found in the 
works of other Marxist-Leninists but we will not go into detail on it here. 
The basic notion of Ursul and Sedov is that in the combining of two or 
more systems into a complex system the 'degree of diversity' or the 
'degree of ordered-ness of motion' becomes greater while 'entropy' 
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becomes smaller. For Sedov, then, living nature is the clearest example of 
the fact that the evolution of material systems is bound up with an 
"increase in the degree of ordered-ness of motion". 425 

13.4. THE GENERALITY OF THE CONCEPT OF INFORMATION; 

POTENTIAL AND ACTUAL INFORMATION 

The Marxist-Leninists recognize, on the one hand, qualitatively different 
types of information. On the other, they take efforts to find as general a 
concept of information as possible and to show that information is 
something similar in different realms of reality, even being a universal 
property of matter or an aspect thereof. In addition, they have suggested 
two different types of information: information as a real connection and 
information as a stlUctural property. In this sense, K. E. Morozov 
distinguishes between 'external or relative' and 'internal or structural' 
information in systems.426 Can both of these be subsumed under one 
concept? The same designation 'information' for both, cases is justified by 
some in that they distinguish and connect the two as 'actual and poten­
tial' information. 

This notion plays a role in the question previously discussed, namely, 
whether information as connection, i.e., 'external' information, is 
universa1.427 Some Marxist-Leninist philosophers answer this question in 
the affirmative. For example, they hold that an effect bears information 
about its cause since the effect can serve as natural sign of the cause. 
F. P. Tarasenko describes the difference between information in inorganic 
and organic nature as follows: objects of inorganic nature are only 
"passive carriers", while living organisms are "active users" of informa­
tion; inorganic interaction processes, where an object becomes the 
carrier of information about another, guarantee only the "objective 
possibility" of the reception and use of information.428 

Obviously, in this perspective inorganic changes 'carry' information in 
the sense of a passive potency. This information is "dead and unused", as 
Morozov writes, while information plays an "active role" in living 
nature.429 According to Tarasenko, to this 'objective possibility' must be 
added the fact that the receiver knows about the character of the inter­
action.430 As to this, it should be noted that the information received is, 
it is true, conditioned by the inorganic 'information carrier'; however, 
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the information is of the kind that precedes reception. The same designa­
tion 'information' for two qualitatively distinct phenomena - inorganic 
changes and information received - is thus justified only on the basis 
that they can be factually connected by a sign user (an information 
receiver). 

On the subject of 'external' and 'internal' information Morozov sees an 
essential difference between them in that only 'external' information can 
be correlated with reflection. He therefore holds definitions of information 
as the 'content' or an 'aspect' of reflection, or also as 'connection' or 
'relation', as suited to 'external' information. He sees these determina­
tions as "general enough" to apply to inorganic, organic and ideal 
reflection: 'internal' information, however, is not bound up with reflec­
tion; it is contained in the material objects themselves. For this case he 
prefers descriptions of information as 'structure', 'diversity', 'ordered­
ness' of matter and its changes. He sees a disadvantage of these definitions 
in the fact that they are not applicable to ideal phenomena.431 

But, those who hold information to be a structural property have a 
different opinion. Thus, according to Ursul, 'diversity' is 'internal' to all 
phenomena of the objective world, but there is 'diversity' in every form of 
reflection as well. Knowledge is for him a "transmission of diversity into 
a knowing subject".432 According to Gluskov, every 'diversification' -
those of the page of a book but also the roar of a waterfall - carries in­
formation.433 But this involves structures which are perceived: informa­
tion is for him every message about any phenomenon, which can be 
received by the sense-organs of man or by apparatuses.434 According to 
his definition, mentioned above, of information as 'measure of diver­
sification', information even depends on a judgement about structural 
properties. 

Just as in the above case of inorganic changes - which, if there is no 
sign user, are not "in themselves" endowed with any information 435 - so, 
too, here a structural property is not yet factual information or, as 
Petrusenko notes: as a structural component, information is only "po­
tential" in a system and is contained in any object.436 It is in this sense 
that, in reference to someone who knows the structures, Morozov briefly 
describes the relation between 'internal' and 'external' information as: 
the internal information of a system is independent of our knowledge; it 
is "potential to a knowing subject"; the (relative) information which man 
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has is external relative to the system and "actual" relative to a conscious­
ness.437 

Without going into human knowledge of a structured object, I. N. 
Brodskij has made a similar suggestion as to how the connection between 
'actual' information which appears in reflection and 'potential' informa­
tion which consists in the organization of material things can be con­
ceived. He uses a mathematical notion. Information is for him a relation 
between two objects, which he regards as some sort of mapping, if not an 
isomorphic mapping of one set onto another.438 In mathematics one 
also speaks of a 'mapping of a set onto itself'; in this case, isomorphy 
becomes 'auto-morphy'. Brodskij takes the latter to be a relation, even 
though an improper one. Corresponding to automorphy of a set, for him, 
every object can be considered as carrier and source of information 
about itself, where this "initial information" coincides with the organisa­
tion of the object. 439 

Though an improper relation is conceivable, it has no real meaning. If 
actual information is a relation between two material things one cannot 
justify the designation 'information' for their organization simply by 
understanding this organization as the relation of a material thing to 
itself. This is not the way to a general notion of information which would 
include potential and actual information. As Petrusenko points out, the 
"ability" of a system to contain information as structural components 
must be kept separate from its ability to be an information source: 
whether an object is information source or not is determined by the 
system that receives the information.44o 

In order to reach a general concept of information, Morozov has 
suggested connecting information with motion (change in general), i.e., 
according to dialectical materialism, with the 'mode of existence' of 
matter. Such a concept of information would also be, for him, applicable 
to ideal forms of reflection, including thought.441 This suggestion would 
hardly meet the approval of the majority of Marxist-Leninist philosophers 
since they do not conceive thought as a special form of motion.442 

If a most general notion of information is to be elaborated at all costs, 
one has to start at just this point and concentrate on human thought. 
Some dialectical-materialist philosophers do implicitly refer to this in 
their definitions, but at the same time they tend to avoid this point by 
defining an 'objective' concept of information. If one were to define 
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information as the objective content of thought, this concept of infor­
mation would include something which is common to information 
processes between men, to causal sequences, and to the knowledge of 
structural properties of material things.443 But 'objective' cannot here 
mean 'materially existing', nor is it limited to 'determined by the material'. 
'Objective' here means the content of thought or the result of knowing as 
distinguished from the corresponding subjective acts.444 And 'general' 
does not mean, as is normally the case in dialectical materialism, common 
to many material things, but common to these objective contents. 
Common to them is that they are contents of a consciousness. 'Potential' 
information, then, may be called that in material phenomena which can 
be the content of consciousness. 



CHAPTER 14 

ELABORATION OF THE DOCTRINE OF REFLECTION 

In addition to the task of clarifying the 'nature of information', dialectical­
materialist philosophers have taken it upon themselves to elaborate the 
doctrine of reflection. In doing this they have tried to use ideas which are 
borrowed from cybernetics, information theory and connected fields. 
One emphasis is on the theory of perception, which is central to a realist 
epistemology like dialectical materialism. V. S. Tjuxtin has devoted 
several works to this subject and we will present his basic views below. This 
is followed by further, sometimes critical, views on a cybernetic theory of 
perception, dealing especially with the notion of isomorphy. The problem 
of perception is generally handled by dialectical materialism in a naturalist 
way and translated into how the conscious subject of perception comes to 
be.445 In the attempts to answer this last question, the notion of the 'univer­
sality of reflection' and that of the possible prefigurations of psychic reflec­
tion playa leading role. This is why we will devote a special section to this 
supposed prefiguration and to reflection as property of inorganic nature. 

14.1. A CYBERNETIC THEORY OF PERCEPTION 

With his outline of a cybernetic theory of perception Tjuxtin pursues a 
purpose which goes beyond the problem of perception. In his mind the 
dialectical-materialist theses on perception and thought are only to be 
taken as positings of the problems. They lead to the "apparent" paradox 
that perception is an ideal, i.e., immaterial, property of matter. To solve 
this problem Tjuxtin envisages a "derivation" of the ideal from the 
material. Only such a subordination of the ideal to the material is 
compatible with materialist monism. He suggests taking the psychic as a 
whole as a "qualitatively new functional property" which is proper only 
to living systems and cannot be directly derived from physical and chem­
ical forms of motion.446 



ELABORATION OF THE DOCTRINE OF REFLECTION 157 

However, in his discussion of the psychic, Tjuxtin limits himself to an 
investigation of perception. His investigation includes, among other 
things, an analysis of signal processes. Further, he describes 'germ cells 
(kletocki, jacejki)' of psychic reflection, which are to be hypothetically 
assumed as prefigurations of perception. With this preparation, he tries to 
substantiate his view of the psychic by his analysis of perception. These 
are the only issues we will examine here. 

Methodologically, Tjuxtin proceeds in this 'derivation' along two 
lines. He wants to define the "unknown" ideal aspect y of reflection as a 
function y = f(P, q, t, z, ... ) of some material factors p, q, t, z, ... which 
take part in the coming-to-be of the psychic image. According to Tjuxtin, 
these factors are to be found, on the one hand, in the physiological 
component of psychic activity and, on the other, in the total behavior of a 
perceiving subject.447 It should be noted here that a methodological 
dualism of this kind, if strictly applied, will produce only indirect propo­
sitions about psychic phenomena. The latter will be defined not in 
themselves but only in relation to the material factors in question. The 
conscious aspect of perception is no 'unknown'; it is precisely what is 
most known. It must be assumed as known even by Tjuxtin since it is the 
goal of his investigation. 

14.1.1. Analysis of the Signal 

By a 'signal' (or a "model-signal" as distinct from the later "image-signal") 
Tjuxtin means any spatial-temporal transition process between two 
objects. Its structure is isomorphic to the changes of one of the objects, 
the source. It influences the other object but not directly; rather it is 
amplified and used for control by the other.448 According to Tjuxtin, the 
isomorphic character is common to all forms of reflection, including 
reflection as general property of matter, psychic reflection in living nature, 
and signalisation in technology.449 

Tjuxtin analyses signals according to content and form.45o The content 
of a signal - which he also calls the "information carried" by it - is 
determined by the structure of the source and has a quantitative and 
qualitative aspect. The qualitative aspect is the specific organization of 
the system in which the signal appears. It includes the perceptual devices 
(the receptors) which are adapted to definite influences, the directing of 
the signal received to a definite center, and also the control signal which 
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is developed there for control organs. This means, according to Tjuxtin, 
that there is a structural or "qualitative isomorphy" between definite 
qualities of the source and their reproduction in signals. 

The quantitative aspect of the signal content is seen by Tjuxtin in the 
fact that quantitative characteristics (the "original function") of the 
influence of the signal source correspond to quantitative aspects (the 
"information function") of the signal structure or to quantitative changes 
in the system. This correspondence represents a "quantitative isomorphy" 
between signal and source. 

The form of a signal is, for Tjuxtin, the way in which the signal exists 
and "expresses its content". It is to be characterized through the physical 
nature of the signal carrier - or different signal carriers in the case of 
transformations - as well as through the method of modulation and 
encoding. According to Tjuxtin, the signal content is an invariant relative 
to transformation of the signal form. 

14.1.2. The Operation of Comparing 

Tjuxtin intends, following up on Lenin's hypothesis, to describe the 
"germ cells" of psychic reflection.451 They are phenomena in the material 
world such that they appear at the lowest possible level of being and still 
have essential traits in common with psychic reflection.452 In fact, how­
ever, they are mainly a matter of theory: it is a question of the mini­
mum which one must presuppose if one wants to understand perceptual 
processes by regarding them as signal processes from the outset. 

According to Tjuxtin, the analysis of the signal still lacks a contentful 
element which is characteristic of psychic reflection, of the image. The 
isomorphy between a signal and the signal source is not enough to make 
the signal a model of the original object. One must add that the signal 
is taken as representational model of the original object. An "operation 
of comparing" is needed; i.e., the changes or traces furnished by the 
signal must be referred back to the signal source. According to Tjuxtin, 
this can be done only by a living being. His explanation is taken from the 
technology of signalisation: in technical signal processes there must 
always be a comparison between the sent and received signals, whether 
this be done by the builder or the user of the apparatus.453 

Tjuxtin sees in the operation of comparing two sub-operations: the 
"separation" of the signal content determined by the source and the 
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"elimination" of that which belongs to the signal carrier. It is this opera­
tion of comparing which Tjuxtin sees as the essential characteristic of the 
'germ cells' of psychic reflection. It occurs in all living forms of reflection. 
It makes the signal into an "image-signal". For Tjuxtin, the "secret" 
of the simplest forms of image-signals is precisely the "secret" of the 
operation of comparing.454 It should be noted that Tjuxtin's 'image­
signal' is mainly just another word for 'image', and includes psychic 
reflection. 

14.1.3. The Image (Psychic Reflection) 

As mentioned, the characterisation of psychic reflection means for 
Tjuxtin the indication of its material conditions. His basic view is that 
sensations - and therefore perceptions as complexes of sensations - can 
be seen as direct 'model-signals' ofreality.455 This means that the isomor­
phy between states of a signal source and the 'image-signals' is a first 
actualizing factor of perception. Since the processes from the receptors 
to the brain form a causal series, and the resultant reaction stands in 
regular connection with external influences, he sees an isomorphic 
relation between the content of the influence and every point of the 
reflective processes.456 

According to Tjuxtin, further characteristics of the image can be gained 
only from the total behavior of the animal, especially from the fact that 
the animal tries to find its way around in the environment. For, image­
signals, i.e., perceptions, are used in this process of adaptation.457 He 
sees two main characteristics of the image as involved in the adaptation 
process. First, the image-signal is objective. This means that in the image 
the perceiving subject receives the content of an object of the environment 
and not the neural substratum, although the content is inseparable from 
the signal form. Therefore, the objectivity of an image lies in the fact 
that it is for a subject the representational model of an object. Second, the 
image-signal is anticipatory. The anticipation of the image consists in the 
fact that through perception the subject can anticipate future influences 
from the environment.458 

According to Tjuxtin, objectivity and anticipation cannot be explained 
by means of physical principles. They are rather the result ofa "functional 
substitution" where the subject "actively" uses the changes in the recep­
tors as representatives of the object. The process of functional substitu-
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tion utilises the two processes which are characteristic of the germs of 
reflection, namely the separation of the content and the elimination of the 
form. Therefore, objectivity and anticipation are to be understood as 
"functional properties". And, they are "subjective" - since the objective 
content of the image is always given to a subject - and "ideal" - since the 
image is not material. Therefore, as far as its form is concerned, psychic 
reflection is subjective and ideal. For Tjuxtin, the functional substitution 
creates - in distinction to direct activity with objects - an ideal level of 
possible operations.459 

Following his plan, Tjuxtin presents a series of material factors which are 
further actualization conditions of the sense image: the perceiving subject 
must have a definite physiological organization; it must be built according 
to the reflex principle (pavlov) or according to the cybernetic principle of 
feedback. Further, there must be an 'adaptation-seeking need'. The last 
is, according to Tjuxtin, an experienced need, on the one hand, but also 
an excited state of the organism, on the other; i.e., it exists objectively. 
He describes this state as a special stage in the instability of a living 
system which finds itself in a problematic situation. Finally, the subject 
must be in direct contact with the object or, if a distant object is being 
perceived, must be able to use previous tactile contact with the object.46o 

These factors form for Tjuxtin the material basis of the image. He 
stresses that the functional substitution which leads to the ideal level of 
reflection is a result of the excited state and of the adaptation-seeking 
need: the separation of the signal content by means of the subjective­
ideal form rests on the activity of the perceiving subject, which is mani­
fested in its behavior as a seeking activity.461 

14.1.4. The Ideal as a Functional Property 

It is not possible to go into a detailed critical evaluation of Tjuxtin's view. 
In the next section we will comment on his use of the terms 'signal' and 
'isomorphy'. We will limit ourselves here to a few general remarks. 

Tjuxtin wants to clarify at the same time the nature of the ideal and the 
phenomenon of perception. In investigating perception one has to take 
into account the fact that perceptions are given as conscious phenomena. 
If one tries, like Tjuxtin, to begin with 'material' factors - with signal 
processes inside and outside the organism, and with the physiological 
states of the organism - then in the transition to conscious perception 
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one has to postulate the elimination of all that is material and the appear­
ance of an ideal, non-spatial level of action. Thus, a 'derivation' of the 
ideal from the material is not achieved. 

In order to make the transition from material to ideal intelligible, 
Tjuxtin introduces an operation of comparing, an operation of 'functional 
substitution'. At its introduction, this operation is explained as a con­
scious comparison of two structures. This methodological point of 
departure shows that signal processes and physiological states are not 
enough for the explanation of perception. But, the conscious aspect of 
this operation is dropped when Tjuxtin reduces it to specific physiological 
states of a perceiving subject. This is equivalent to a reduction of con­
scious perception to neural processes, which appears most clearly in 
Tjuxtin's view that the "secret of the psychic states of the subject" in the 
experiencing of perception lies in the fact "that along with the cerebral 
processes hardly noticeable impulses travel from the periphery to the 
center and back again, ... " 462 

Tjuxtin tries to avoid such a reduction by defining the ideal as a 
'functional property', as not being an "independent and substantial 
property". By 'substantial property' he means a property of physical or 
physiological processes. But psychic reflection, he writes, is not exhausted 
by such processes. In perceptions the content of the influences is not 
physically but "functionally" separated from its material form. Thanks 
to the "special organization" of physiological processes and the "special 
relation" between an organism and its environment, the traces of in­
fluences appear, according to Tjuxtin, for a subject "in the function" of 
representatives of an object.463 

There is no doubt that perceptions playa role in the adaptation of an 
animal to its environment and that perceptions are bound up with 
physiological functions. This does not justify defining the ideal as a 
'functional property'. The 'ideal' is, in dialectical materialism, the totality 
of psychic and mental phenomena, i.e., 'consciousness'. Tjuxtin's ex­
amination of the 'material' conditions of perceptual processes is too 
small a base for the definition of the specificity of the ideal. One has to ask 
what kind of subject it is that can take 'influences of objects as representa­
tives of these objects', that is able to separate the contents of perceptions, 
and that has conscious perceptions. In short, Tjuxtin has to ask what 
consciousness, the carrier of all these functions, itself is. 
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14.2. SIGNAL AND ISOMORPHY 

The concepts 'signal' and 'isomorphy' play a central role in Tjuxtin's 
theory of perception. Other Marxist-Leninists have discussed the prob­
lems involved in these concepts and there is direct criticism of Tjuxtin's 
views.464 We will deal here with some notions which affect the use of 
the terms 'signal' and 'isomorphy' in describing and explaining percep­
tion. 

We should recall that the isomorphy relation is an essential characteris­
tic in the definition of information as connection.465 In this context, 
some Marxist-Leninist philosophers have indicated that one can make 
use of the formal relation of isomorphy in exactly characterizing the ade­
quacy of a reflection.466 Only F. P. Tarasenko has made some effort to 
discuss this notion. He says that with the help of the formula for trans­
information the "degree of reflection" between object and image can be 
numerically characterised.467 

Isomorphy and transinformation could be useful concepts in the formal 
description of 'reflection' in signal processes.468 The question is, how­
ever, to what extent they can be applied to 'sense reflection' and what 
they mean in reference to the phenomenon of conscious perception. 
Tjuxtin's theory of perception has shown that to grasp perception in an 
appropriate way he has to add to signal processes other factors (total be­
havior, operation of comparing). Where terms from cybernetics are used 
they necessarily change their meaning. This is conditioned, as N. G. 
Pexterev mentioned 469, by the transition from a relation between inter­
acting objects to a relation between subject and object. 

For Tjuxtin this transition corresponds to that from 'model-signals' to 
'image-signals'. 'Model-signal' means any signal processes; 'image­
signal', however, means sensations and perceptions. Mentioned as an 
essential characteristic of all signals is the fact that their structure is iso­
morphic to that of a signal source. Tjuxtin prepares for this transition by 
distinguishing a 'qualitative' and 'quantitative' aspect to isomorphy.47o 
The concept of 'qualitative isomorphy' is to include the special organiza­
tion, i.e., the specificity of the signal system in question. This puts all 
specific differences between different signal systems in a not very clearly 
defined concept. The result is that the term 'isomorphy' is used in differ­
ent senses: Tjuxtin affirms, on the one hand, that there is an isomorphy 
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between signal processes and signal sources of any kind; on the other, 
he declares that - also in the "epistemological" sense - "there is an 
isomorphic relation between the psychic, subjectively experienced 
phenomena and the physiological processes of the brain". 471 This 
transition works only with an equivocal or at least analogous use of 
certain terms: there would be no objection against an analogy as long as 
no genetic connection were postulated between the analogates.472 

14.2.1. Differing Descriptions of Perception 

Marxist-Leninist philosophers express different views on the role of 
isomorphic relations in perception. For, the term 'isomorphy' is not 
used with any uniformity. Thus, Y. I. Kremjanskij and L. M. Yekker 
both recommend that perception be discussed from a "structural­
functional" or "cybernetic" viewpoint.473 But Kremjanskij criticises the 
view that the sense image has to be isomorphic to the reflected object. By 
'isomorphy' he means a copy relation between image and object. And 
he holds that for the lives of animals and men a correspondence of the 
salient traits is enough to provide knowledge of the object. 474 

Yekker, on the other hand, holds the isomorphy between signals in the 
perceptions and the signal source, the perceived object, for a necessary 
but not sufficient condition. In his mind, these signals have to be "repre­
sentations (izobrazenija)" of the object. By 'isomorphy' of two structures 
he means that these are mapped onto each other without it being necessary 
that they have the same number of dimensions ("quantitative-infor­
mational mapping"). Isomorphy suffices only in the case of technical 
signals. But in the signals of perception the structure of the source must 
be ("qualitatively, structurally, adequately") reproduced in that of the 
signal, as in a photograph, where the spatial-temporal form and i the 
number of dimensions are preserved. Such a relation is, according to 
Yekker, a special case of isomorphy.475 

For Yekker as for Tjuxtin, isomorphy in perception is only necessary, 
not sufficient. Since Yekker, however, does not have anything like Tjux­
tin's 'operation of comparing', he comes back to the literal view of'reflec­
tion' as a mirror image - a view which had almost disappeared from 
Marxist-Leninist philosophy. It makes no difference that he describes 
reflection as a 'special case' of an isomorphic relation. Yekker's view stems 
from the following consideration: objective activity is possible only if 
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perceptions - which he calls 'signals' - are 'objective', by which he means 
that they reproduce the perceived object in concrete form. But this is based 
on an untenable proposition: he maintains that the "program" of human 
activity can stem only from perception.476 This would amount to the 
complete determination of an activity by the object perceived. 

V. V. Orlov and Pexterev are very critical of a cybernetic theory of 
perception. "Agnostic" and "idealist" phantasies result, according to 
Orlov, from the exclusive use of cybernetic methods in the problem of 
perception or, according to Pexterev, already from the use of the term 
'isomorphy' in the description of the adequacy of sense reflection.477 By 
'isomorphy' Pexterev means a 'quantitative' correspondence which can 
be graphically represented as the connection between the intensity of a 
stimulus and that of a neural impulse. Since 'isomorphy' is for him just a 
simple functional relation, it is clear why he sees in the use of it for the 
description of sensations a "reduction of the adequacy of sensations to a 
one-to-one correspondence".478 Pexterev points out that, according to 
Lenin, reflection and the adequacy of the image have to be considered a 
dialectical process.479 The adequacy of the image will always be a cor­
respondence between image and object, which takes account of a need -
biological in the case of the animal, social in the case of man.480 

14.2.2. On the Problem of Perception 

While the above authors concern themselves mainly with how to describe 
perceptual processes, Orlov follows Tjuxtin in going into the problem of 
perception itself.481 Referring to Lenin, he begins with the fact that 
qualities of objects are also given in sensations.482 Since the nerve signals 
are not qualitatively distinct from each other and differ only in speed of 
transmission and in the grouping and frequency of the impulses, he finds 
himself faced with the question: how, out of qualitatively similar nerve 
signals, do qualitatively different sensations or ideal images which reflect 
the specific nature of external agents (objects) arise?483 

According to Orlov, the concepts of information theory are applicable 
only to the nerve impulses. They can serve to explain only some of the 
presuppositions involved in the question as to how the ideal image comes 
to be. The term 'isomorphy', which is central to Tjuxtin's theory of 
perception must not, according to Orlov, be absolutized since it repre­
sents a merely formal correspondence. On the contrary, the similarity 
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between image and reality is "a reproduction ofthe object as it really is", 
i.e., it is a "qualitative and contentful" correspondence.484 

But the "basic solution" which Orlov proposes corresponds exactly to 
the doctrine of reflection: 485 since the brain is the synthesis of the most 
important developmental stages of matter, it is "obvious", according to 
Orlov, that no external agent is foreign to the brain as the material 
substratum of reflection. This universal character is the "ontological 
foundation" for an unlimited knowledge of the external world. Images 
of the external world come to be under the influence of external in­
fluences but are not completely determined by the peripheral impulses; 
rather they are the result of the "long development of the property of 
reflection which is proper to all matter". 

This 'basic solution' misses the point. It shifts the problem of per­
ception to that of the coming-to-be of consciousness. One can, of course, 
attempt to clarify the genesis of consciousness on the basis of certain 
general principles, but this leaves unanswered the question as to how it 
really came to be and that as to how it is that matter can become object 
for consciousness, i.e., the subject. In what follows we will examine one 
of these principles, the thesis on universal reflection. 

14.3. UNIVERSAL REFLECTION 

The preceding discussion showed that Marxist-Leninist philosophers try 
to explain problems of 'information' mainly in the context ofthe doctrine 
of reflection. Most of them assume the Leninist hypothesis that reflection 
is a universal attribute of matter. At any rate, they all insist that it is not 
just man that is capable of reflection. By means of the thesis on universal 
reflection - together with the theses on the genetic and dynamic-relational 
constitution of all beings - psychic reflection, i.e., human consciousness, 
is to be reconciled with materialist monism.486 Orlov's 'basic solution' 
brought this clearly into view. 

One difficulty in such a solution is that it is not at all clear what 
'universal reflection' might mean. One of the basic principles of dialectical 
materialism says that reality is a unitary, material whole, where every­
thing is in interaction with everything. In this sense, 'universal reflection' 
could mean that things and processes of some stability in this inter­
connected whole react to, and represent, actions upon them. But this 
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would only express a general trait of reality. For dialectical materialism 
the task is to make the coming-to-be of consciousness intelligible as the 
developmental result of a general property of matter. But, a general 
trait of reality is not a cause which produces phenomena which have the 
same characteristics. 

It can be supposed that there was a time when only the inorganic 
existed on earth. For dialectical materialism this means: the attribute in 
question is to be taken as a property of inorganic matter, which will 
explain how the prefigurations of psychic reflection - processes of 
"adequate elementary reflection", "proto-reflection", "germs of reflec­
tion"487 - came to be. This is why the reflections of Marxist-Leninist 
philosophers always begin with processes in inorganic nature. 

There are two main solutions to the problem posed in this way. In the 
first, one ascribes to inorganic matter all the properties of consciousness 
in internally latent form and allows them to appear in the course of the 
development of nature. One can then distinguish consciousness in matter 
as potential relative to actual consciousness and one can distinguish 
additional stages in its development.488 This solution explains nothing 
since what was to be explained is assumed to be already there. 

The second solution draws upon the natural sciences, in which, how­
ever, internal potencies and internal connections of development are 
nonsense. In the scientific theory of evolution one tries to make clear the 
distinct preparatory and developmental stages of life in their proper 
order and to understand them in their dependence on each other and on 
the other physical conditions. The several stages in evolution are far from 
all being explained. Yet, the results of these investigations can only be 
experiential data for philosophic reflection: at every stage the original 
problem is to be asked again, namely, what general principles make this 
development and its stages intelligible? The second solution, therefore, is 
made up of these scientific results and the necessary philosophic principles. 

The dialectical-materialist solutions are generally mixtures of the two 
approaches. With regard to the second solution, there are some principles 
of which we made some mention above: 489 eternal matter moves and 
develops itself; accumulating quantitative changes lead in a leap to 
qualitative changes; at each stage of development potencies arise which 
were not present before; the interaction of all that is material leads to 
the actualization of these, although not necessarily to actualization of all 
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potencies. The last two principles embody the first solution in modified 
form. The first solution is not espoused by the Marxist-Leninist phi­
losophers in its simplest form. They are too strongly oriented toward 
natural science for this. The first solution appears most clearly in the 
doctrine on universal reflection which, as pointed out above, has to be 
taken as a peculiar property of inorganic matter. It is only about this that 
we shall be speaking in what follows. 

14.3.1. Interaction and Reflection 

Some Marxist-Leninist philosophers do not identify universal reflection 
itself as prefiguration of consciousness. Further, the second solution 
mentioned above sees universal reflection not so much as an internal 
potency of inorganic matter, but rather as a certain type of process, the 
existence of which can be shown. Such processes involve inorganic inter­
action, especially of the physical and chemical type. There are quite 
divergent views on how the three - inorganic interaction, inorganic or 
universal reflection, and the prefiguration of psychic reflection - are 
related to one another. 

Inorganic reflection is often identified with the interaction between 
physical objects. However, some Marxist-Leninist philosophers see that 
there is no property in physical interaction processes which could serve 
as prefiguration of consciousness. Thus, A. Polikarov, who has had quite 
a bit of training in physics, states that reflection is not to be understood 
as physical-chemical processes or interactions. He thinks that even for 
Lenin such processes, as distinct from reflection in inorganic nature, 
were not hypothetical phenomena.49o 

Tjuxtin comes to a similar conclusion for different reasons. One of the 
consequences he draws from his theory of perception concerns universal 
reflection. Since the operation of comparing, which he holds to be 
characteristic of the germs of reflection, does not occur in inorganic 
nature, Tjuxtin finds no reflection there.491 If one conceives universal 
reflection as the ability of an object to produce traces or changes - as the 
result of its interaction with other objects, isomorphic to the latter - then 
this ability is for him the "physical basis and genetic presupposition" of 
psychic reflection. Such traces are the "potential possibility" of model­
signals. This is why reflection in inorganic nature is not actual for Tjuxtin. 
Seeing it as actual would, for him, lead to errors; e.g., to attributing to 
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inorganic nature an activity equivalent to that of living beings or to 
identifying reflection with interaction or the results of interaction, thus 
"doubling concepts". 492 

Tjuxtin describes universal reflection, but not the germinal forms of 
psychic reflection, as a property of physical interactions. In reference to 
his definition of universal reflection as 'potential possibility' it must be 
said that this is valid only in the sense of a 'basis for that which is building 
on it' : physical interaction is a real condition of signal processes which in 
turn are contained in perceptual processes. If we recall Tjuxtin's intention 
to derive the ideal from the material, we must reject the notion that the 
founding relation here means that what is built up is produced by the 
foundation. If the foundation is called 'potency' one may easily fall into 
the simple version of the first solution to the problem of evolution. 

Tjuxtin uses 'operations of comparing' to indicate a basic distinction 
between inorganic interaction and reflection, on the one hand, and the 
real forms of reflection, on the other. Some writers have taken upon 
themselves the task of describing real prefigurations of psychic reflection 
in the inorganic. They seek characteristics which make it possible to 
distinguish reflection processes from processes of interaction but which 
can be considered characteristics of inorganic processes. For the most 
part, these reduce to superficial analogies. 

B. S. Ukraincev sees a specific characteristic of reflection in the fact 
that it contains a one-way dependence. According to dialectical ma­
terialism, the reflected object is primary because it exists independent of 
the process of reflection. However, interaction between bodies is always 
a mutual dependence. Ukraincev goes on to discuss the conditions for 
the appearance of the one-way dependence in an interaction between 
systems and, therefore, for establishing an "adequate elementary image" 
as prefiguration of physical reflection.493 His conclusion is: if a third 
system is inserted between two systems (e.g., water - thermometer -
ammeter) an adequate image can result.494 

One need not go into the details of his discussion in order to see that 
a one-way dependence cannot be understood on the basis of a mutual 
dependence. One has to begin with one-way actions. One-way depen­
dence is not limited to certain arrangements of systems. Ukraincev him­
self later admits that primacy in the case of an elementary imaging follows 
from causality.49s 
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One-way dependence says very little as a characteristic of reflection. 
As we mentioned, it is customary in dialectical materialism to conceive 
the relation between internal and external in perceptual processes as 
analogous to that between internal and external in the other forms of 
reflection.496 This analogy is also used to describe inorganic reflection 
processes. 

According to Polikarov, a merely external impression is not a reflection. 
Following the methods of physics, he makes the formal proposal that an 
influence on a body leads to a reaction (response) and to a yet to be found 
additional component (persistent effect), which he calls "proto-re­
flection".497 The latter occurs for him in at most a particular class of 
processes. He describes proto-reflection as an "internal" reflection which 
plays a role in the future "behavior" ofthe physical body. There must be 
an "inheritance" of the internal changes even after the external influence 
has ceased to work; which leads to an "adaptation" of the body to its 
environment. But, he is very careful in his speculations about the possible 
processes of proto-reflection: hysteresis in some physical systems and the 
"habituation" of certain colloids might be examples of such processes.498 
He agrees with Lenin that even today the hypothesis of universal reflec­
tion needs thorough research.499 We need only note that a philosophical 
hypothesis like that of Lenin cannot be confirmed in the empirical way 
that Polikarov pursues. But, at least Polikarov sees that the validity of 
reflection theory, the materialist epistemology, does not depend on the 
validity of this hypothesis.50o 

N. V. Medvedev is less circumspect than Polikarov in the detection of 
inorganic reflection processes. He also holds that only internal changes 
in the interacting bodies can be considered reflection processes. He names 
a whole series of physical processes which are, in his view, associated with 
reflection processes.501 Common to these processes is the fact that in 
talking about them he can speak of 'internal changes of state'. N. V. 
Timofeeva does not agree with Medvedev's restriction of reflection pro­
cesses to internal changes: for her, every interaction contains reflection as 
"moment or side". 502 Here are some of the characteristics of inorganic 
reflection which are also those of other forms of reflection, which she has 
collected and illustrated by examples from physics: the storing of traces 
of external influences in physical bodies; the selective character of the 
influences; accumulation of the influences over a long period of influencing. 
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Basically we have here - as in the case ofPolikarov's 'adaptation' - simple 
circumscriptions of physical matters of fact, described in the terms used 
in the doctrine of reflection. Timofeeva, however, conceives these matters 
of fact as "germs" of higher forms of reflection and takes the characteris­
tics as "connecting links" between these forms. 503 

14.3.2. Inorganic Reflection and Technology 

All the attempts to find reflection processes in inorganic nature suffer 
from the same kind of superficial analogies. Arbitrary description attrib­
utes to physical and chemical processes characteristics which they do not 
have. On the other hand, the philosophers we have been discussing very 
often make reference to technological devices. Thus, in his investigations 
of one-way dependence Ukraincev uses only technological examples. 
And, Medvedev holds that it would be useless to try to construct "reflec­
tion devices" like radios and cybernetic devices if inorganic nature did 
not have the property of reflection.504 

However, technological devices do not belong to inorganic nature. A 
one-way dependence between "object and exposure meter" 505 says 
nothing about any supposed inorganic reflection processes. This one­
way relation is so intended by the technician. Technological examples 
cannot justify Ukraincev's frequent assertion that processes of elementary 
imaging "spontaneously" arise in inorganic nature.506 In such a case the 
corresponding systems would have to come to be spontaneously. As long 
as one restricts oneself to simple devices like those used for measurement, 
technological processes can be easily confused with inorganic ones. In the 
case of more complex devices such a substitution is no longer possible. 
They clearly show that technological processes cannot be assigned a place 
among the forms of reflection. If one insists on doing this, one is led, like 
V. D. Moiseev, to presuppose a form of reflection which falls outside those 
usually found in dialectical materialism. 

Moiseev assigns the processes in measuring devices and simple com­
munication devices to inorganic reflection.507 He then has to ask what 
kind of reflection is found in computers and servomechanisms. His view 
is that one has to do here with a "new, previously unknown" form of 
reflection, which he calls "cybernetic reflection".508 The new form of 
reflection is not, like the others, a product of biological development, or 
of social work which Marxism-Leninism sees as causing consciousness. 
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Its coming-to-be is explicable on the basis of reflection as a universal 
property of matter and of the fact that the more complex the structure of 
the corresponding matter, the more complex and complete the form of 
reflection.509 While for Moiseev technological devices are not natural 
products, they are claimed to be understandable as natural structures. 
But, all technological devices can only be understood as products of 
human activity. 



CHAPTER 15 

INFORMATION IN A DIALECTICAL-MATERIALIST 

THEORY OF SIGNS 

Questions of 'meaning' come up frequently in the dialectical-materialist 
discussion of 'information'. Our discussion of their views on the 'nature 
of information' led directly to the problem of the 'meaning' of signals or 
signS.510 Moreover, the view that one has to develop a contentful in­
formation theory is usually justified by the fact that contemporary in­
formation theory does not deal with the semantic aspect of information. 
This is not surprising in view of the ambiguity of 'information' and our 
semiotic investigation of it. 511 The question on the 'meaning' of messages 
and signs belongs to semantics. 

Marxist-Leninist philosophers have only recently come to occupy 
themselves with the general problems of a theory of signs. In so doing 
they sometimes touch upon problems connected with 'information'. We 
will here see the extent to which anything has been clarified. Mter some 
general remarks, we will mention various views on what is to be under­
stood as the 'meaning' of signs. But, we do not intend to provide an 
exhaustive account of the current stage in Marxism-Leninism's investiga­
tion of semiotics.512 

15.1. GENERAL REMARKS 

Concerning semiotic problems Marxism-Leninism has undergone a change 
similar to that which took place in reference to cybernetics, although 
practical considerations were hardly important in this instance. For a long 
time, semantic investigations were suspected of being 'pseudo-sci en­
tific'.513 One of the reasons for this was the above-mentioned rejection by 
Lenin of the 'theory of hieroglyphics'. 514 Today, the demand here is also 
for an elaboration of a materialist or Marxist theory of signs and for 
criticism of 'idealist' views.515 

However, Marxist-Leninist philosophers were confronted with semiotic 
questions less abruptly than had been the case with cybernetic questions, 
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since they have always been involved with questions of linguistics. In 
addition to the relation between language and thought, a problem from 
historical materialism has played a special role: namely, whether language 
belongs to the ideological superstructure which is conditioned and 
determined by the existing social-economic base. In 1950 Stalin came out 
against the theory of N. Ja. Marr - which counted for a long time as 
'Soviet linguistics' - that language is dependent on the base and that it 
has a class character. He asserted that language is independent of definite 
social classes and modes of production; it is dependent only on society as 
a whole.516 However, it was only an increasing familiarity with Western 
developments that brought them to a discussion of language as sign 
system and of a general theory of signs.517 

The problems raised by cybernetics do not have to come up in a 
general theory of signs. 'What is information?' comes up only if 'in­
formation' is used in explicating basic concepts of semiotics. Thus, for 
L. O. Reznikov, the meaning of a sign is "that information" about the 
object designated which it "carries" and "incorporates" because it is 
material, "fixes" because it is relatively stable, and "expresses" because 
it is perceptible.51s In his further discussion, Reznikov refers to some of 
the notions mentioned above. Others who discuss the theory of signs 
make at least passing reference to cybernetics.519 However, I. S. Narskij 
writes that further "investigations on the clarification of the relations 
between meaning, concepts, judgements and scientific theories make 
possible a further elaboration of one of the main problems of contempo­
rary Marxist epistemology; i. e., the problem of the relations between 
information and reflection". The more, he says, that the technological 
methods of cybernetics come into the service of human knowledge, the 
more important this problem becomes.52o 

In general, Marxist-Leninist epistemology, the reflection theory, counts 
as the basis of a Marxist-Leninist theory of signs. That semiotics could 
be seen as part of the reflection theory - as G. Klaus holds 521 - or even 
as a kind of philosophy is refuted as a false evaluation of semiotics.522 

In agreement with the doctrine of reflection, the specific nature of a 
Marxist-Leninist theory of signs is seen in the fact that for it semiotic 
phenomena are dependent on material factors, on 'objective reality', and 
on 'material' social relations.523 The last is true, of course, only of 
linguistic signs which even today stand in the forefront. Since, however, 
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there is a tendency to develop a general theory of signs which would 
include non-human sign users, there are differences of opinion and con­
fusions as to how the 'meaning' of a sign is to be understood. 

15.2. THE MEANING OF SIGNS 

The common point of departure for Marxist-Leninist discussions of the 
meaning of signs is the sign situation which is generally analysed into 
sign, designated object, and sign user. For A. Schaff there is a 'sign 
situation' where there is a communication process; there must be at least 
two sign users.524 The meaning of signs, especially of words, is generally 
studied in their relation to the concept. This relation is an aspect of the 
relationship between thought and language, which form - according to 
dialectical materialism - an inseparable dialectical unity. 

Philosophers like Schaff and Reznikov, who pay special attention to 
the meaning of linguistic signs, stress the social character of the meanings 
of signs. There is little doubt that linguistic communication processes are 
variously conditioned by social factors and are themselves relations 
between men. Both philosophers see this as the essence of the meaning of 
signs. For Schaff, meaning is a "system of intrahuman relations" mainly 
to be found on the "psychological level".525 The dialectical unity of 
language and thought becomes identity for Schaff: "thinking" and 
"experiencing of linguistic performances" express the same process from 
different points of view. Without signs, thinking and conceiving are 
impossible. For him, there are no concepts without words: the meaning of 
a linguistic sign is identical with the conceptual reflection of the desig­
nated object, with the content of a thought. In the final analysis, Schaff 
identifies thought and language because he holds that a separation of 
them has to lead to "idealist" views of concept and meaning as separately 
existing entities.526 

Reznikov similarly defines meaning as the "reflection of the designated 
object, fixed by a sign". However, by 'reflection' he does not mean the 
knowing and thinking of an individual sign user. Rather he holds 
meaning to be the "generalized reflection, known to all" of the object; 
otherwise one could not explain how men understand each other.527 
Reznikov explicates his view on the meaning of signs in analogy to the 
Marxian theory of (economic) value. The meanings of signs regulate 
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linguistic intercourse as the values of commodities regulate commerce 
with commodities. For Marx, the value of commodities is a social­
economic relation between men who produce and act. Correspondingly, 
the meaning of linguistic signs is, for Reznikov, essentially a "social­
intellectual" - really existing in communication processes - relation be­
tween men, in which form human knowledge, i.e., the reflection of reality, 
occurS.528 

We will not go into detail on the views of Schaff and Reznikov, the 
more so because they are not themselves consistent in holding to them. It 
should only be noted that they tend to let the mental dissolve into the 
social.529 Behind this lies the Marxian view of man as the sum of his 
social relations. The sign user mediates not only between a sign and the 
designated object but also - according to V. A. Lebedinskij, who shares 
Reznikov's view - between a sign and its meaning, the 'generalized 
reflection'.530 'Generalized' here means not only the logical generality of a 
concept but also the social general. Where Reznikov goes into the role 
of the individual sign user he makes clear that the relation between a 
sign and the designated object is mediated through the "meaning of the 
sign, i.e., through the reflection of the designated object in the con­
sciousness of the subject". But he adds that the subjective aspect should 
not be separated from the objective, i.e., from its objective foundation in 
social relations.531 

For those who include non-human sign users from the outset, the 
social character of the meaning plays a subordinate role. Thus, Narskij 
holds that conceiving meaning as a social relation is too vague a view.532 
And L. A. Abramjan warns that studying the meaning of signs only in 
relation to certain signs leads to restricting the notion of meaning.533 

According to Abramjan, meaning appears only in a sign situation, 
where something sense perceptible designates some object for an '~ad­
dressee". By 'sign' he means the totality of relations in such a sign situa­
tion. Meaning is a property of the sign since it cannot be separated from 
it. At the same time, meaning is the relation between sign and object as 
mediated by the active addressee. The mediation occurs in that both the 
object and the sign are reflected in the addressee.534 But it seems, as 
Lebedinskij points out, that sign and meaning are the same thing for 
Abramjan, namely, the totality of relations in a sign situation.535 

By 'addressee' Abramjan means "any self-regulating system". Only if 
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the addressee is a social individual - as in the case of the linguistic sign -
are extra-linguistic and social factors introduced into the sign situation.536 
And it is only in this case that he sees the meaning of a sign as dependent 
on concepts which are expressed by signs. But, for Abramjan, meaning is 
not expressed by a sign; rather the sign "has" a meaning. This close 
connection between sign and meaning is the reason why he does not 
identify concept and meaning since this would mean the identification of 
language with thought. Thus, for Abramjan, the reflection of the ad­
dressee mediates between the sign and the object; it also plays a "con­
stitutive" role for meaning; the higher the form of reflection concerned, 
the greater this role is.537 In Narskij's terms this simply means that the 
meaning of 'meaning' changes with the meaning of 'reflection'. 538 

15.3. MEANING AND INFORMATION RELATIVE TO 

NON-LINGUISTIC SIGNS 

Reznikov, who deals at first with linguistic signs, and Narskij, who joins 
Abramjan in considering any 'sign user' from the outset, have both 
discussed 'meaning' relative to non-linguistic signs. According to Rez­
nikov, only "social man" has signs in the strict sense of the term. He 
agrees that with a series of restrictions one could also use the "concept of 
sign" for the characterization of the reflective activity of animals and the 
functions of machines which receive, store and process information - and 
this in analogy to Leninist approaches to reflection.539 Thus, 'reflection' 
and 'information' reappear as the two terms, the ambiguity of which 
makes it possible to speak of 'signs' and 'meaning' in the non-human 
domain. 

As mentioned in the beginning, Reznikov uses 'information' to 
describe the meaning of linguistic signs. Meaning and information are 
not for him exactly the same. He agrees with Narskij that the meaning of 
a sign is to be seen as the "invariant of information" which is "carried" by 
a sign or word, i.e., as that content which remains constant throughout 
any transmission or encoding of information.540 It should be noted, in 
the first place, that the meaning of words can be characterized through the 
synonymity of words, i.e., through classes of words which can be sub­
stituted for each other. However, to this end an understanding of the 
meaning of words must be presupposed, since words are synonymous 
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when they mean the same thing. 'Invariance of information' and 'con­
stancy of content' are in this respect just alternative expressions for syno­
nymity'. Yet, Narskij wants to go beyond such a description of the mean­
ing of words. He suggests 'invariance of information' as the common 
denominator for different "types of meaning" of signs. He distinguishes 
as main types of meaning: thoughts about an object or a class of objects; 
designated objects; responses to signs; effects of the use of signs; signs 
which are equivalent to a given sign.541 By 'information' Narskij means 
the structural aspect of a reflection. Every type of information is always 
bound up with a definite form of reflection. As mentioned above, Narskij 
holds that the meaning of 'meaning' changes with the meaning of 'reflec­
tion', i.e., with the form of reflection, in conjunction with which the kind 
of information involved appears. Narskij then adds that where reflection 
is non-conscious, meaning and information can also "exist in non-con­
scious form", i.e., "objectively and independently of a consciousness" 
(e.g., in biological mechanisms of heredity).542 

As a good Marxist-Leninist, Narskij wants to show the 'objectivity of 
meaning and information'. However, 'meaning exists objectively' means 
only - as we have indicated above - that Narskij can define for any 
structured process a 'meaning' as invariant of an 'information', i.e., as the 
invariant of mutually connected structures which he selects out according 
to a definite viewpoint. He thus uses the expression 'meaning' in a 
specific sense which has nothing in common with the meaning of 'mean­
ing' for signs which men use, apart from the superficial descriptional 
level mentioned above. 

Reznikov merely mentions Narskij's definition of 'meaning', without 
clarifying its connection with his view on meaning as generalized reflec­
tion of the designated object, i.e., with the concept of this object.543 In 
his account of non-linguistic signs he uses other definitions of information, 
randomly taken from dialectical-materialist works on the subject. Thus 
signs are for Reznikov phenomena which indicate something else, or 
which "carry information" about something else. Their information 
consists in the intelligible indication of another object. Reznikov here 
uses A. A. Markov's definition of'information'.544 

Finally, Reznikov extends his account to signals as a special case of 
signs. 'Signal' should be used in a theory of signs either in the sense of a 
perceptible process which plays the role of a sign, or as a perceptible 
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sign which evokes or impedes an action. Reznikov, however, takes the 
stance of information theory or neural physiology and uses 'signal' in the 
sense of signal process.545 His accounts are, therefore, mainly collections 
of the notions we have already mentioned. Here, too, he takes the 
'meaning' of signals as the "information carried" by signals. In this con­
text he understands 'information', along with I. B. Novik, as an 'ordered 
reflection' of any objects. Corresponding to the different forms of the 
motion of matter, there are different types of signals and information.546 

The doctrine of reflection therefore leads to the use of terms like 'sign', 
'meaning', and 'information' - which were developed in a theory of 
signs oriented toward language - in other domains but in modified and 
often metaphorical form. According to Narskij, every sign situation 
must contain a sign user who interprets the signs; but, this need not be a 
"subject-interpreter": he sees encoded "genetic information" as "used" 
and "interpreted" by other molecules of an organism. The interpretation 
of a sign means that a sign exhibits more than it would as a merely 
material object. This 'more' is, for him, the "meaning of a sign and 
nothing else". 547 



CHAPTER 16 

CONCLUDING REMARKS 

This concluding chapter is an attempt to summarize the foregoing 
critical report under some specific headings which are at the same time 
relevant to the basic concepts of Marxist-Leninist philosophy presented 
in Part II. All the issues which have already been discussed will not be 
taken up again; rather some questions concerning these issues will be 
raised and ways of answering them will be adumbrated. Mter some 
remarks about the possible tasks of a philosophical reflection on infor­
mation theory, the remainder of this chapter concerns, in general, the 
dialectical-materialist aim of plausibly connecting the propositions of the 
individual sciences with those of philosophy, often in order to confirm 
materialist monism. Several of the difficulties of this enterprise, some of 
which result from the confused philosophical terminology employed, will 
be emphasized. Finally, we will indicate how the discussion of informa­
tion on the basis of dialectical materialism in general, and of the doctrine 
of reflection in particular, points to difficulties which are inherent in this 
philosophical system, and touches on several groups of problems that 
could not be treated in detail in this work. 

16.1. GENERAL REMARKS ON THE INTERPRETATION 

OF INFORMATION 

Cybernetics and, particularly, information theory have provided the 
stimulus for the philosophical discussion of information. Reflection on 
these new sciences can be approached in a variety of ways. The philosophy 
of science seeks to clarify their subject matter, methods and the for­
mation of their concepts and theories, and to examine their presupposi­
tions. Although Marxist-Leninist philosophers do pursue this type of 
inquiry to a certain extent, their efforts are chiefly devoted to an inter­
pretation of the propositions and concepts of these sciences within a 
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general philosophical context. But in this case dialectical materialism is 
'given' as a rigid, albeit in part insufficiently clarified, ideological frame­
work. Thus, the interpretation receives a definite orientation from 
the very beginning: Marxist-Leninist authors direct their collective 
endeavor at bringing scientific and philosophical propositions into 
agreement. 

Because of the characteristic questions posed by the philosophy of 
science, it is distinct both from science and from the other philosophical 
disciplines, and thus has a well-defined field of research. In contrast, an 
attempt like that of dialectical materialism, which denies the relative 
autonomy of a philosophy of the exact sciences, to point out a direct 
connection between the propositions of philosophy and those of science 
faces a two-fold danger; either to adhere too closely to the individual 
sciences, or to remain too generally philosophical. In the extremes, this 
leads either to formulating propositions which belong properly to science 
in another, often inadequate, terminology, or to merely exemplifying 
general philosophical assertions and categories by means of scientific 
propositions. Such dangers can hardly be avoided without introducing 
additional principles which would impose discipline on philosophical 
discussion; one principle of this kind might be, e.g., the intention to seek 
in scientific insights characteristic features of the different realms of 
being. Another principle which might serve to restrict an interpretation 
which otherwise appears arbitrary would be the requirement that it 
contribute, together with other accepted philosophical assertions, to an 
understanding of larger inter-relationships. 

All the disadvantages inherent in the Marxist-Leninist approach 
become evident in the answer given to the question about the 'nature of 
information'. The general conception of the relation between science and 
philosophy which is presupposed is contained in the assertion, at once 
affirmative and programmatic, that, first of all, the categories of Marxist­
Leninist philosophy are and must be obtained from the basic concepts of 
science by means of generalization, and, secondly, that scientific concepts 
are and must be given a dialectical-materialist interpretation. This 
amounts to saying, among other things, that scientific concepts must have 
an objective content. As to the concept of information, which is regarded 
by Marxist-Leninist authors as a basic concept of cybernetics and in­
formation theory, an attempt is made to fulfill the above requirements by 
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formulating a concrete concept - in contrast to other largely formal 
descriptions put forth by these sciences. 

The definitions of information as a structural property, e.g., as the 
'diversity' of material things and processes, which are frequently proposed 
by Marxist-Leninist authors, are examples of too general interpretations. 
They fail to grasp the peculiar aspects of those processes dealt with by 
cybernetics or information theory as a signal theory. Proposals to inter­
pret information in terms of the doctrine of reflection in fact do more 
justice to those peculiarities, but the authors of such proposals run the 
risk of merely repeating cybernetic propositions in the inexact terms of 
the doctrine of reflection. Such an interpretation, however, permits them 
to proclaim information theory a direct exemplification of the doctrine 
of reflection. Thus it is no surprise that it became necessary to ask how 
information differs from reflection after all, and whether the concept of 
information was vying with the category of reflection for its central place 
in Marxist-Leninist philosophy. In this context, it becomes all too clear 
that the mere incorporation of scientific knowledge into a preconceived 
framework does not take into account the peculiar features of the in­
dividual sciences. As soon as information is defined, e.g., as an 'aspect of 
reflection', and thus as a moment present in all the different forms of 
reflection, information and reflection are treated along parallel lines, and 
only the problems of the doctrine of reflection actually remain. 

It is often contended that the interpretation of information as a 
structural property is more fundamental, because it embraces the deter­
minations based on the category of reflection as well. This contention is 
further substantiated by pointing out that structures are evidently trans­
mitted in reflection processes. It should be noted, however, that this is 
not sufficient ground for considering any structure as information. Some 
authors attempt to justify their conception of information as a structural 
property by more or less explicitly relating the material structures to 
someone who discerns them or is able to discern them. In this way, 
'information' remains connected with its everyday meaning, i.e., as 
knowledge. But unfortunately, in most cases this relation to the knowing 
subject is not incorporated into the characterization of information. 
Were this deficiency overcome, the interpretation of any structure as in­
formation would give rise to a much more general problem pertaining to 
the metaphysics of knowledge, namely, why any structures - the struc-
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tures of cybernetics and information theory among others - are in 
principle knowable. 

16.2. MATERIALIST MONISM AND INFORMATION 

Marxist-Leninist philosophers claim that their philosophy is the only one 
which is confirmed by all the results - without exception - of the in­
dividual sciences. This claim influences the direction of the discussion on 
information. But the number and variety of attempts at solving these 
problems alone indicate that one can hardly speak of univocal confirma­
tion. This is granted by Marxist-Leninist authors. Yet, at the same time, 
they confidently call for a collective effort to find materialist solutions to 
the problems of information. In any case, one should never speak about 
the confirmation of a philosophy, but rather about different interpreta­
tions and their advantages and difficulties. 

Considering the Marxist-Leninists' originally negative attitude towards 
cybernetics, one might legitimately wonder how it is that this condemned 
'pseudo-science' has come to be considered a confirmation of their phi­
losophy. One reason is, of course, that cybernetics simply had to be 
accepted because of its practical usefulness. But apart from this, cyber­
netics in general and the principal views of many cyberneticians possess 
features closely related to dialectical materialism; it is because of these 
that cybernetics could be considered first as a rival and then an ally by 
dialectical materialists.548 The following are some of the features which 
appear to be common to both disciplines: an insistence upon the objective 
investigation of phenomena, modelled on physics; an attempt to come to 
grips with psychic phenomena via physiological and neurological pro­
cesses and by means of objectified conceptual models; a conception ofthe 
knowable as the 'makeable'. Similarities of this kind are used in the 
attempt to accord the philosophical propositions of Marxism-Leninism 
with ideas of cybernetics and information theory. 

The basic thesis of Marxist-Leninist ideology states that the unity of 
the world consists in its materiality, i.e., that matter is the source of all 
things and phenomena. This seems to imply that only one principle, 
namely matter, is needed to explain reality in all its complexity. However, 
a rigid monism is avoided by introducing other explanatory principles. 
Matter, for example, is considered as endowed with internal contradic-
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tions which permit its dialectical self-development. Moreover, the term 
'material' is used ambiguously to designate both corporeal things and 
fundamental social relationships. Finally, the limited self-sufficiency of 
this monism is revealed in its insistence on dividing all philosophy into 
two camps according to the answer given to the 'great basic question of 
philosophy' and then presuming to justify its own views by rejecting all 
opposing ones. In this sense materialist monism is the denial that any­
thing, including mental phenomena or ideal forms and orders which 
would permit inference of other basic principles, is exempt from the 
constitutive material inter-relationship of all things and phenomena. 
Whenever an indication is detected in science which seems to contradict 
spiritualistic and idealistic views, it is immediately proclaimed as a con­
firmation of materialist monism. Such a conclusion would be correct only 
if philosophy in fact were divided into two mutually exclusive camps. 

It is in the above sense that information theory's treatment of processes 
of communication and perception, or of signal processes in material, 
cybernetic devices, is considered to demonstrate that non-material 
processes can be investigated objectively and explained materialistically. 
And on this basis, dialectical-materialist authors claim that the concept 
of information, which seemed to be reserved for the realm of conscious­
ness, can be given an objective content. Information, since it exists in­
dependently of human consciousness, is just as 'objectively real' as matter 
and its properties. 

Such global considerations are due to the fact that the methods of in­
formation theory are applicable to many different fields, and to the fact 
that the technical term 'information' has found entry into many scien­
tific and technological disciplines. From this, however, only an abstract 
structural similarity among different realms of reality can be inferred. 
And this formal similarity could just as well indicate a unity of the ~orld 
constituted by ideal forms. Further substantiation is needed before one 
can conclude to the basic material unity of the world. 

The easiest way to fulfill this requirement would be to consider in­
formation as a property of all matter, an 'attribute of matter', or as 
something connected with processes in all realms of being. This view is 
in fact held by many Marxist-Lenjnist authors. The concept of informa­
tion is thereby promoted to the rank of a philosophical category. The 
interpretation of information as a structural property of any kind or, 
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even more generally, as the 'relationship between possibility and reality' 
seems to do this, but only after paying the price mentioned earlier - the 
philosophical concept of information does not do justice to the cyber­
netic one. 

If the philosophical concept of information is meant to account for 
cybernetic signal processes, then it cannot, whatever its specifications, 
apply to inorganic nature as such. Many Marxist-Leninist philosophers 
also hold this view. They reason from an alleged unity between informa­
tion and control and from the fact that control processes occur only in 
systems of a certain degree of organization, not found in inorganic 
things. This argument is only partially tenable. It is true that signal pro­
cesses are a necessary condition of control processes, but it does not 
follow that all signal processes are connected with control processes -
unless, of course, any signal determination is called 'control'. At any 
rate, signal processes are always connected with signal systems, and this 
is sufficient reason for saying that information cannot be considered an 
attribute of all matter. 

Hence, no convincing argument in favor of materialist monism can be 
established in this easy way. It must still be asked whether cybernetics 
has really demonstrated that information processes can be analyzed 
without reference to human consciousness. It is precisely the aim of all 
dialectical-materialist definitions of an objective concept of information 
to support this contention. However, why any process with signal deter­
mination should be labeled 'information process', and why various kinds 
of signal processes should be spoken of as different 'forms of informa­
tion' ought to be justified. Should not talk of information be limited to 
human communication alone? 

One argument, mentioned above, which is often used to support the 
contention that information processes can be analyzed without reference 
to human consciousness, is the following: information processes, which 
before the rise of cybernetics were reserved to man as a spiritual being, 
are now objectivized in cybernetic devices, where they occur independent­
ly of human consciousness. However, this argument proves to be faulty 
as soon as one tries to understand fully the information processes in 
cybernetic devices. Both designer and user must be taken into account, 
because technological devices are not, after all, mere inorganic things. 
Their structure and function can only be explained by their meaningful 
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relation to the user's intentions. They function 'independently' of human 
consciousness only because they are intended to do so. This counter­
argument is used by some dialectical-materialist philosophers in the 
discussion about the abilities of men and of cybernetic machines in order 
to prove the superiority of man.549 

Marxist-Leninist authors are fully aware of the other side of the problem, 
namely, the difficulty of doing justice to the peculiarities of 'ideal' in­
formation when starting from the determinations of material signal 
processes in technological devices. Since 'ideal' information processes 
are dependent on consciousness, this difficulty leads directly to the 
principle task of Marxist-Leninist philosophy, i.e., to combine material 
and mental phenomena in one all-embracing materialist conceptual 
scheme. In fact, when this difficulty was taken seriously by one Marxist­
Leninist author it led to a revision of the 'basic question of philosophy'. 

In cybernetics and information theory, a theoretical explanation is 
provided for only a few aspects of human communication processes, such 
as the signal determination inherent in these processes, or syntactical and 
statistical relationships and the physical structure of the signs and signals 
used, or formal relations in the semantic and pragmatic dimensions of 
signs. Only because the dialectical-materialist discussion of information 
originated largely in cybernetics and just peripherally touched upon 
human communication, did it seem possible to subsume 'ideal' informa­
tion under the pattern formed by such aspects. It was in the discussions 
of semiotic problems that human communication was given explicit 
treatment for the first time. Since then, there have been almost no more 
attempts to unify 'material' and 'ideal' information, e.g., using the term 
'meaning' equivocally or referring to a 'material meaning' allegedly per­
taining to material signal processes. 

The definition of a non-formal or 'qualitative' concept of information­
another project of Marxist-Leninist philosophers - might also be ap­
proached by using semiotic conceptions. But, all attempts made by 
Marxist-Leninist theoreticians to fulfill this wish by combining infor­
mation theory with physical theories - in particular, with thermodyna­
mics - are condemned to vain speculation. The concept of information­
theoretical entropy may be useful in studying measuring processes, but it 
is superfluous for grasping physical processes as such. 

Whenever the Marxist-Leninists do focus their interest on human 
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communication, they take into account not only the properties of signal 
systems and their surroundings in general, but also social relationships 
and needs, which are, in their view, basic traits of human nature. Infor­
mation is then defined not only as a property, a content or a function of 
material processes, but also as a product of social factors which are held 
to be 'material' as well. As soon as Marxist-Leninist philosophers have to 
explain mental phenomena expressly, e.g., in epistemological problems, 
they resort to this ambiguity of 'material' to provide a materialist ex­
planation. 

16.3. ON THE OBJECTIVITY OF 'IDEAL' INFORMATION 

In their endeavor to conceive information processes without reference to 
SUbjective factors, and thereby to understand them materialistically, 
Marxist-Leninist philosophers come to an impasse. The critical question 
is how 'ideal' information can be 'objective'. Inconsistencies immanent in 
Marxist-Leninist philosophy, which can be pointed out by looking at the 
terminology used, prevent a clear answer to this question. 

There would be relatively few difficulties if the question were posed in 
an epistemological context. Then, that which originally pertains to the 
object known and not to the knowing subject could rightly be called 
'objective'. If 'ideal information' is taken to mean the conceptual content 
communicated in an information situation, then this content as ab­
stracted from the subjective act of communicating is objective insofar as 
it possesses the determinations of the object. This account would not 
change essentially if 'ideal information' were taken to signify any kind of 
knowledge. In materialist epistemology, however, the content communi­
cated or known is considered to be objective only on condition that its 
determinations always correctly render the determinations of material 
things, i.e., that in this content 'objective reality is reflected'. 

It would seem easy to refute this restrictive view by pointing to the fact 
that mental, cultural and ideal states of affairs can also be communicated. 
However, in the materialist epistemological usage of the term 'objective', 
normative factors playa considerable role. The 'objectivity of knowledge' 
refers to the foundation of knowledge, and, in the last analysis, only 
material reality is recognized as the basis of this foundation. Conse­
quently, to rebut the dialectical-materialist position, one must confront it 
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with the fact that knowledge of non-material things can also be founded 
in those things themselves. Granting this, it follows that 'ideal' in­
formation is objective to the extent that a communicated cognitive 
content is determined by and founded in some definite object and is not 
the mere SUbjective opinion of some person. 

Though Marxist-Leninist philosophy often confuses epistemological 
and ontological issues, it is advisable to treat the latter separately. And 
since the thesis of the material unity of the world is clearly ontological, it 
must be discussed within the framework of ontology. In epistemology it 
is the objectivity of the object of 'ideal' information which is at issue; in 
ontology one seeks to clarify the 'ideal' nature of information or the 
meaning of 'ideal information'. In particular, the question arises about 
the way information exists. 

In dialectical materialism, the term 'objective' is normally used in the 
phrase 'objectively existent' to designate the mode of being of material 
things. Since everything that is 'ideal' is considered non-material, 'ideal' 
information cannot be said to exist objectively. 

'Ideal' information as communicated cognitive content does not exist 
independently of information processes, although it can be abstracted 
from them. Yet, information processes themselves are not autonomous 
processes. It is the people who communicate in an information situation 
who are autonomous; in cognition, it is the knowing person. The mode 
of being of information processes follows from the mode of being of the 
persons upon whom they depend. Thus the problem ofthe mode of being 
of 'ideal' information leads to the problem of the mode of being of con­
sciousness. 

Marxist-Leninist philosophers do not deny the existence of conscious­
ness. Lenin, in a passage in which he discusses J. Dietzgen's views, points 
out as correct the view "that both thought and matter are 'real',' i.e., 
exist." 550 But the vague explanation of the term 'real' as 'existent' is not 
sufficient to specify this common mode of being. 'Real' should be under­
stood as designating all individual things capable of coming into existence 
and ceasing to exist in space and time, as distinct from non-spatial, non­
temporal and general ideal being. It is in this sense, i.e., as opposed to 
ideal, that consciousness should be spoken of as 'real'. Marxist-Leninist 
authors are understandably reluctant to apply the term 'real', at least in 
the sense specified, to consciousness, since 'real' is normally considered as 
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a synonym for 'objectively real', i.e., 'material'. To further complicate 
matters, they do not usually distinguish between ideal and mental being, 
and consider 'ideal' being as synonymous with 'pertaining to conscious­
ness', hence with 'mental'. 

Human information processes, since they are bound to real persons, 
are real in all their aspects. The question whether they should be labeled 
'objectively real', 'objectively ideal', or 'subjectively ideal', ought to be 
replaced by a question using ontologically relevant designations like 
'spiritual' and 'corporeal' or 'material' instead of the epistemologically 
tinged categories 'subjective' and 'objective'. Man is a subject only in 
relation to an object; man as such is a spiritual person. Human informa­
tion processes are essentially mental processes, i.e., they belong to the 
mode of being of consciousness, which, for Marxism-Leninism, represents 
the totality of mental phenomena. Marxist-Leninist philosophers are 
right in pointing out that all empirically known mental processes take 
place in material subjects. However, it is not possible to explain the nature 
of spiritual being as a mere product of this material basis. 

All in all, the terms 'objective' and 'subjective' should have a bearing 
only on epistemological issues, such as the problem of how one knows 
different real phenomena, including information processes themselves. 
Corporeal things are undoubtedly given to us differently than mental 
phenomena. We know corporeal things through the impressions they 
make on our senses, through our perceiving and acting upon them. 
Mental phenomena are directly given to us in our own acts of thinking 
and willing, in the accompanying awareness that it is we who are acting, 
or in conscious reflections upon our acts and indirectly through the 
acknowledgment of other persons' acts of thinking and willing. 

When 'ideal' information processes are reflected upon, they and the 
persons connected with them become objects of knowledge. That which is 
grasped in this reflection has objectivity to the extent that it is free from 
SUbjective conjecture. In this sense it is justified to talk about the 'objec­
tivity of ideal information'. Cybernetics and information theory pre­
suppose the possibility of this kind of investigation. But, whereas here 
'objective knowledge' is taken to mean that knowledge has a foundation 
in the things investigated, these sciences introduce by their method an 
additional condition: 'objective knowledge' about information is re­
stricted to 'exact knowledge'. Dialectical-materialist philosophers also 
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presuppose, at least implicitly, the possibility of objective knowledge 
of mental phenomena. Otherwise, how could a statement like 'con­
sciousness is the reflection of matter' be put forward as an objective 
truth. 

An ambignity in the terms 'objective reality' and 'matter', which are 
used synonymously, is part of the Marxist-Leninist confusion of episte­
mological and ontological issues. On the one hand, objective reality or 
matter is considered to be everything that is given to us in our sensations; 
on the other hand, 'matter' is taken to mean the principle of all being. 
Because of this ambiguity, Engels appears inconsistent when he writes: 
"Matter as such ... (has) not yet been seen or otherwise experienced by 
anyone ... ",551 i.e., matter is no more given to our sensations than human 
spirit. Engels anticipates ills inconsistency by pointing out that "matter 
as such" - or rather the concept of matter as the principle of being - "is a 
pure creation of thought and an abstraction."552 It must be concluded 
that matter is grasped by reflecting upon the objects given in sensation 
much in the same way as the human spirit is grasped by reflection upon 
man's acts. 

16.4. INFORMATION AND THE DOCTRINE OF REFLECTION 

The materialist doctrine of reflection, as it is understood in this book, 
embraces both the epistemological theory of reflection, and the ontologi­
cal doctrine of the forms of reflection or of reflection as a general property 
of material being. The conception of reflection as a universal property 
- which has its roots in materialist monism's attempt to explain the 
origin and development of consciousness - has been considered as con­
firmed by information theory and cybernetics. With regard to the episte­
mological theory of reflection, conceptions of these sciences are used in its 
further development. 

The basic thesis of dialectical-materialist epistemology is that know­
ledge is an image of material reality. This is put forward as the answer to 
what can be considered the main epistemological question, i.e., the 
question of how knowledge is possible, how the determinations of an 
object can become determinations of a form of consciousness. Infor­
mation theory and cybernetics have no bearing on this question of 
epistemological realism. They do, however, contribute to a more precise 
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description of physiological and neurological aspects of the cognitive 
process, and thereby tend to further dialectical materialism's usual 
shifting of the epistemological problem towards these aspects. In ad­
dition, cybernetics may provide ideas useful for a more precise under­
standing ofthe fact that perceptions are gradually formed in the course of 
handling an object. The methods used in information theory, finally, may 
help to clarify the formal relationships between the structure of the object 
and the structure of the form of consciousness - especially after the 
result of a perception is expressed in language and thus itself objectified. 
All in all, such attempts at precise descriptions of various aspects of 
perception are akin to the dialectical-materialist view that consciousness 
is a function or even a collection of different functions, the organ of 
which is the brain. But the dialectical-materialist view does not explain 
the synthetic unity of consciousness, e.g., the fact that even in sensual 
perception sensations of different kinds can become one content of 
perception. 

This conception of reflection, i.e., of perception as an image of the 
object, does not suffice to solve the central epistemological problem even 
when rendered more precise by cybernetics and information theory. This 
is why dialectical-materialist philosophers are forced to introduce ad­
ditional arguments to explain perception. In one instance, an 'operation 
of comparing' was proposed as an essential ingredient of reflection. If, 
however, this operation is taken to consist in a non-conscious combining 
of physiological signal processes, it is impossible to understand how it 
results in a conscious perception. On the other hand, if by this operation 
one means conscious comparing, the argument is circular: since the 
comparison can be executed only within and by the perceiving subject, it 
concerns not an image and its object, but only two perceptions. Here 
perception and its explanation are presupposed. Finally, if this operation 
of comparing is left without further qualification, it can easily lead to an 
illationist explanation of perception, which is already an inherent tenden­
cy of the theory of reflection. But illationism, according to which the 
knowing subject draws inferences concerning the object itself from im­
pressions made on his sense organs, is at variance with an epistemological 
realism which maintains that the exterior world is directly given to the 
subject in his sensations and perceptions. 

Marxist-Leninist authors often remark, in a very general way, that 
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perceptions and their adequacy can be explained by the special needs of 
living beings, or, in the case of man, by his social needs. This argument 
amounts to a vain attempt at explaining perception by simply presup­
posing a need to perceive. In order to avoid this pure verbalism, the term 
'need' could be used to designate the causes occasioning a perception. 
But these causes would not explain the possibility of perception. It is 
even doubtful whether the occasioning of perceptions can be materialisti­
cally explained by needs so vaguely described. Every need cannot be 
called 'material' - as is ambiguously done in dialectical-materialist 
terminology - or be cybernetically explained as an unstable state of a 
complex dynamic system.553 In man, intentions and conceived aims 
occasion and direct the various perceptions; in the acts of hearing and 
speaking perceptions serve higher intellectual functions. 

Alongside the penchant of Marxist-Leninist philosophers to shift the 
central epistemological problem to the field of neurophysiological 
processes or to that of social needs, there is another steady tendency 
toward replacing this problem by that ofthe origin of consciousness. For 
consciousness is considered to be not only a property of material processes 
and a function of material factors, but also a product of matter. No 
dialectical-materialist author characterizes consciousness as a property of 
material processes without qualifications, for otherwise he would have 
to speak in openly contradictory terms of a 'non-material property of 
matter'. The characterization of consciousness as a function requires 
that the carrier of the function be specified, and for conscious functions 
only consciousness itself can be the proper carrier. The dialectical­
materialist view that the brain is the material carrier of conscious func­
tions - expressed, for example, by artificially defining consciousness as a 
whole as a 'functional property' of matter - actually amounts to redlfcing 
mental or 'ideal' phenomena to material ones. Yet the dialectical-mate­
rialist doctrine of the origin of consciousness strictly opposes such a 
reduction. 

The dialectical-materialist explanation of the origin of consciousness is 
presented as a cosmological doctrine about the forms of reflection or 
reflection as a general property of matter. A genetic explanation of this 
kind could serve as a preliminary to epistemology insofar as it discovers 
essential characteristics of consciousness. However, since consciousness 
is itself given to us as a phenomenon, since questions of origin are usually 
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far more difficult to answer than questions of fact, and since the phe­
nomenon whose origin is in question has to be known, it would be 
advisable to start from a study of the phenomenon itself in order to 
ascertain these characteristics. Yet dialectical materialists are satisfied 
with seeking in the various realms of nature some general characteristics 
- such as the structural correlations between interacting objects - which 
can just as well be considered characteristics of the cognitive process. 
Information theory is considered a confirmation of the doctrine of the 
forms of reflection because its methods are applicable in many fields, thus 
permitting the inference of similarities, though rather abstract ones, in 
various realms of nature. 

This cosmological doctrine is faced with the substantial difficulty of 
demonstrating that there is something like reflection in inorganic nature. 
The practical failure experienced by dialectical-materialist authors in this 
respect is evident from their repeated attempts to define the difference 
between purely inorganic reflection and inorganic interaction. Concep­
tions of cybernetics and information theory, when used to render the 
idea of reflection more precise, only aggravate the difficulty. For if in­
formation is considered an aspect of reflection, the critical remarks made 
above can be repeated: the concept of reflection, like that of information, 
is superfluous to an understanding of inorganic processes, if this under­
standing is modelled on the natural sciences. 

Moreover, to point out common characteristics in various realms of 
being is not the same as demonstrating a genetic connection between the 
various forms of reflection in these realms. In order to explain the origin 
of the various forms of reflection, which for all their postulated similari­
ties are well distinguished in dialectical materialism, other arguments are 
necessary. The principal reason given by Marxist-Leninist philosophy for 
any kind of coming-into-existence is the dialectical self-development of 
matter caused by its internal contradictions. Qualitatively new phenome­
na are said to arise inevitably from previously existing things by means of 
dialectical leaps after these things have matured through a series of 
merely quantitative changes. However, by saying that something essen­
tially different from previously existing things has come into existence 
through a leap, one only emphasizes the difference without explaining it; 
and the general assumption of leap-like transitions hardly explains the 
coming-into-existence of diverse definite things. To be sure, Marxist-
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Leninist philosophy also advances more specific reasons to explain the 
origin of consciousness and of other phenomena. Consciousness is said 
to have come into existence because social work required verbal com­
munication. Yet human work, which is characterized by preconceived 
aims and communication of thoughts, presupposes consciousness, 
human spirit. 

A treatment of the yet unclear process of man's actual development 
can be avoided in Marxist-Leninist philosophy by resorting to the on­
tological presupposition that consciousness always existed. Marxist­
Leninist philosophers do this in fact, but they stress that reflection is only 
potentially proper to all material things. This potency, however, must 
not be understood only as a material basis, but as inherently proper to 
matter. But then it is irrelevant to employ the natural sciences, informa­
tion theory, or cybernetics to provide evidence for the existence of reflec­
tion processes in inorganic nature. The assumption of such a definite 
potency, of a matter potentially containing all the products which are 
known to us as essentially different phenomena, is a metaphysical thesis. 
Such a thesis can only prove itself as an indispensible explanatory prin­
ciple within a philosophical system; it needs no direct exemplification in 
the propositions of the individual sciences. 

To sum up, the Marxist-Leninist discussion of 'information' has 
tackled little that is new in the line of fundamental philosophical problems. 
It has rather led back to the traditional difficulties of Marxist-Leninist 
philosophy; e.g., the difficulty of doing justice to the plurality of essen­
tially different phenomena, and above all of accounting for consciousness 
within a materialist monism. But at any rate, these problems can now be 
treated with new and more differentiated arguments. The peculiar inten­
tions underlying the treatment of questions raised by cybernetics, or 
information theory are often to blame for rash, tentatively formulated 
answers which consist in fruitless definitions or insufficiently founded 
generalizations. When it comes to particular problems, dialectical­
materialist works on information contain valuable ideas which may help 
to clarify one's own views on information, especially if one shares to a 
large extent the realism represented in these works. In spite of all the 
critical remarks advanced here - to which the works have often lent 
themselves too easily - one should not forget that the significance of what 
is criticized is never exhausted by what can be easily criticized: by and 
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large the dialectical-materialist articles on information are firmly rooted 
in a resolute ideology; their persuasive power stands or falls not only with 
the validity or inconsistency of their arguments, but also with the com­
mitment of writer and reader to Marxism-Leninism. 
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